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Abstract

This dissertation is concerned with how components in memory structures and online
structure building processes interact by investigating the online processingkfl¥Gap
Dependencies (WhFGD) and ellipsis constructions. Resolvingdmtgnce deperhcies
involves linking the dependent element to the controlling element. In the case-ghpVh
dependency formation, the vdtement is linked to the gap. In the case of ellipsis resolution,
the ellipsis site is linked to the antecedent. In the procesditang-distance dependency
resolution, | point out that two component processes are involved: the storage/maintenance
component and the retrieval component. A series of studies on WhFGD formation reveal that
the sentence processing mechanism invothesmaintenance component on top of the
retrieval component. Studies on ellipsis constructions further reveal that when the antecedent
is retrieved, detailed grammatical structural information should be retrieved, thus
grammatical and structural information stitbe encoded in memory. Based on the results of
these studies, | specifically argue for the following points: (i) the filler is released from
memory, depending on the grammatical requirement of the filler; (ii) given that information
associated with thallier being retrieved reflects the extent to which the filler is maintained,
the parser retrieves grammatical information associated with tHiflevhand (iii) the parser

is sensitive to grammatical distinctions at the ellipsis site in contrast tadhesging of
AnaphoriconeandPronounit. These studies provide evidence that both the maintenance and
retrieval process are heavily constrained by grammatical information associated with the

elements that engage in dependency formation.
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1. General Introduction

Online sentence processing can be characterized as the dynamic interaction of incremental
structure building and the various components of memory representatimsgissertation

is concerned with how various components in memory structures and onlicte!ist

building processes interact. To this end, this study investigates the syntax andiheereal
processing of ellipsis constructions (versus other anaphoric elements), aritléMGap
Dependencies//hFGD), both of which crucially involve the process of structure building

and memory retrieval mechanisnisis thesisalso approaches the problem of active
maintenance by investigating the interaction between grammatical properties of different
wh-phrases ad memory structures.

This thesis shows thatudying ellipsis constructions akidhFGD constructions is
particularly usefufor understanding the mechanism working behind retrieval and
maintenanceln ellipsis constructions, the interpretation of thepslb site is dependent on
the antecedent. Thus, when the ellipsis site is processed, the parser needs to access the
antecedent and retrieve the information associated with the antecedent. By investigating
what information associated with the antecedemlgfsis is retrieved or not when the
ellipsis site is processed, we can observe what sort of information is accessible, as well as
what sort of information is susceptible to memory decay. Similarly, investigatieGD
with different types and qualities bllers will inform us of how elements in a dependency
relation are stored and maintained, what kind of information is maintained, and what

information is released from memory antat has to be stored in memory again
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1.1. Introduction

This dissertation addressthe question of how our syntactic structures interact with
various components of memory representatiboneming andesolving dependencies pky
a crucial role in understanding human language. For instreggrammatical statuste
number feature) as well as the interpretation of the subject noun phrase (NP) is determined

by the verb.

(1) a. The key to the cells is rusty from the cold.

b. * The key to the cells are rusty from the cold.

This demonstratethe property of the dependency formatiaen the parser
encounters the gendent element, the parser needs to search for the controlling element
and link the controlling element to themkndent elemenas holding the dependent
element in memory is costly, the paraetivelylooks for the controlling element and tries
to link the dependent element to the controlling element as soon as pdssitéely
constructions, the dependent element precedes the controlling element. In such cases,
normally the dependent element can signal the presence of the dependency relation.
Therefore, the parser can initiate a search for the controlling element wgmamting the
dependent element. At the same tithegemghat the dependent element, which signals
the presence of a dependency relation, is located after the controlling eldnsesuggests
that in many cases, the parser can recognize the predfeadependency relation and

trigger the retrieval of a controlling element from memory only after the dependent element
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is encounteredrhus,depending on the positioning of the dependent elemerthand
controlling element, there ateo ways to forndependencies.

First, if the dependent element precedes the controlling element, then the dependent
element will trigger the forward dependency formation. Given that the position of the
controlling elementan be farther along in the senteacel the exaqosition of the
controlling element is often not signalled by the awlent element, the parser may not be
able toresolve the dependency immediately. Because the dependent element cannot be
interpreted and grammatically licensed before it is linketi¢acbntrolling element, the
parser needs to hold the information of the dependent element in memory until it
encounters the controlling element.

On the other hand, if the dependent element follows the controlling element, then
the dependent element maiggrer the backward dependency formation. In this process, the
parser needs to recover the information of the alrpadgessed element, i.e., the
dependent element triggers the retrieval of the controlling element from memory. If the
potential controllingelement has already completed the dependency formation at the point
when the dependent element is encountered, tleecotttrolling element can be cached out
from memory. If we assume that the alreguigcessed materials are stored in the content
addressale memory store, thengarallel access retrieval process is triggered by the
dependent element.

One of the aims of this study is to revéda mechanism working behind the
dependency formation process and how it interacts with memory represertgtions
investigating the online processingWhFGD formatiois (forwarddependency
formatiors) and ellipsis constructions (backward dependency formations)

TheWhFGDformaion process represents the gcbve forward dependency
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formation process. Thermationof WhFGDrequiresassociatinga wh-phrase withother
elementghat are grammatical licensors of a-phirase An example of a WhFGD

construction igllustrated in ).

2 Which mistake in the program will be harmful for everyone involved?

The grammatical status (the wphrase interpreted as the theme argument) and the
meaningof the whphrasearedependent onther elements that are grammatical licensors
of the whphraseg(the controlling elementplthough the whphrase signals that there is a
dependency relatiom which the gap should appessmewherdater in the sentencéhe
parser needs to hold the yhrasein memoryuntil it is successfully linked tas licensor
(the gap position

I n gener al ,I ywea scsaunmep |tahuastitbhi hies pkioc e ssf ngr ¢
the foll owing component pr octecsrseess :t Itehef iplalresre
me momrgcogni zasdt her mmapt Orec @ etplreer deenceyndent el e
l inked to the controlling element, the depen
memory anymore, because theaitntsemnpr ¢that dempea
el ement can be deter mined upoatnhfuosrlneiansge tolhre d
forget the fill edemmny.e lin dtoremrs wdred sd,e piem a d c
storing/ maintaining theadpporxtedmtacsd Ingme te, t
dependent el ement from memory.

In contrast, let us examine one example of the backward dependency formation: the
Noun Phrase Ellipsis (NPE) construction in which the meaning of the ellipsis site is

dependent on the antecedent, but the nahphrase in the second conjunct is missing.
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(3) Derekds key to the celll must hheglisafe in

rusty from the cold.

The missingpartof the second conjunct in the DM & r yshosild be dependent on
theantecedent in the first conjungiefy to the cejlto fulfill the proper interpretation. This
indicates that when the parser recognizes the NPE, the parser needs to access the antecedent
and retrieve the associated information at the INRE

This procss represents a retroactive backward dependency formation process: the
parser recognizes the ellipsis site and retrieves the antecedent. We show that the content of
the retrieved element is different depending on what anaphoric element is processed.

Against thisbackground, this dissertation aitesuncover how maintenance,
release, and retrievptocessesperate in ellipsis and WhFGD processing, by focusing on
what information is retrieved at the ellipsis site and what information of the dependent
elemen is maintained during thé&/hFGD formation.

In terms ofmaintenancewe contend that (i) the wiiller should be maintained in
memory and released once the-filer is linked to the controlling elemerand(ii) if the
wh-filler is releasedrom maintenance and accessedairievedafterwardsit will be less
accessible for the parsemd thusts retrieval will be less successfuith the retrieval of
coercergrained informationcompared to the cases where information is maintaived
the caurse of the dependency formati@pecifically, wepositmemory architecture where
a working memory like special memory state is assumed in terms of the maintenance
componentin terms of retrievalwe argue that different anaphoric elements gseto

different retrievabehaviourslepending on whether the structural information associated
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with the antecedent is recovered or 18ecifically, we aim to show that the readers are
able to retrieve fingrained information as well @etailed syntactic structures associated
with the antecedent, by utilizing grammatistiducturalinformation as retrieval cues.

A series of studies on WhFGD formation reveal that the sentence processing
mechanism involvea maintenance component on tdpttee retrieval componen®ur
studies show evidence that the maintenance component is working cruciallyantaes
dependency formatiofGibson, 1998)Sentencgrocessing mechanism cannot be
exclusively accounted for in terms of either the mainte@aancetrieval, and theories on
sentence processing should assume and incorporate such maintenarséieffeatould
this stacklike mechanism be combined to other memory dynamics (McElree, 2006)?
parser should work in both the storage (where thegsssx materials and retrieteebe
materials are stored) as well as in the stenrh storage like stackur data supports that
maintenance is governed by grammatical information and that syntactic structures are
accessed and utilized in working memoryidg online sentence processing.

In terms of the retrievalprevious studies have&ot beenso clear whether
grammatical/structural information can be utilized as retrieval ¢ldash 2013 Parker,
Shvartsman, & Van Dyke2017). However,our studies showhat quite detailed syntactic
structure is deployed as retrieval cues. Specifically, the results of our NP Ellipsis studies
reveal that readers are able to retrieve-§rained information as well as detailed syntactic
structuresat the verb positionThis suggests that quite detailed syntactic structure is used as
retrieval cues or otherwise it is hard to identify what the antecedehiringthe resolution
of the antecedent retrieval ite NPE-site. Thus, these studigsovide insights into what
kindsof information could be considered as potemalieval cusas well as what thiheory

of retrieval mechanisms should capture.
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1.2. Outline of theDissertation

1.2.1. Chapter 2: Maintenance and Retrieval

The goal of Chapter 2 is twiold: (i) to explore differences in terms of the retrieved
information at the gap location depending on the type and quality of the fillers, and (ii) to
understand when different kinds of fillers are released from memory.

We dhow that the maintenance occurs in a proacit@=GD formation. In the
resolution ofWhFGD, the parser actively searches for the gap so that tHidlevltan be
released from memory and thus would no longer impact memory resources. We aim to
uncover how raintenance and retrieval components in memory interact with the dependency
formation. We present a series of experiments examining (i) how long the parser can hold
the filler and (ii) which aspect of the fillers are maintained, and which are not mairdaithed
need to be ractivated at a later stage.

First, we investigate how the maintenance component plays a role in the online
WhFGD by examining the processing of different kinds of-R¥mases (WhPsvho, how
why) Syntactic studies on these WhPs havewshibatwhyis linked to the TP (Ko, 2005;
Yoshida,Nakao, & OrtegeSantos2015, howis linked to the VP, andvhois linked to a
verb (gap). This indicates that vpirases such aghoandhowneedto be stored in memory
until they are linked to their licensor, the verb, whereds/ can be released from
maintenance as soon as TP is recognized. Based on this, we argue that the differences in the
storagecost effects depend on different types of-p¥nases, which result from the

differences in the length of the WhFGD. These results provide strong evidence that the filler
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should be maintained in memory and released once tHélevhs linked to the controlling
element.

Based on our findings thahaintenancéplays a role in the online dependency
formation processye ask the following question: how long can the parser hold the filler, and
which aspects of the fillers are maintained relatively well? How do these characteristics
influence the retaval event? W use the agreement attraction phenomenon as a window into
the information retrieval processes at the gap/verb position. If it is the case thatftherwh
needs to be maintained, then we expect to observe differences in terms of thedretriev
information at the verb location depending on the type and quality of the fillers.

According to someheories Nicenboim, Vasishth, Gattei, Sigman, & Kliegl, 20,15
the retrieval mechanism should reactivate different fillers similarly; in other words,
regardless of the type of the filler, it should be reactivated at the same point as any other. If
different fillers are retrieved in a similar manner, we expect torebs® differences
between the retrieved information for different types and qualities of fillers at the verb
position. However, we observe instead that maintained elements and retrieved elements are
processed differently, revealing different reactivatoafiles. Weshowthat depending on

the filler types, the information that is retrieved at the point of the verb is different. More

1 We use maintenance/storage in a sense that the element is stored in memory until the
dependency is congted. Once the dependency is complete, infaomano longer exacts

memory costs. When there is another dependency to be formed, the parser needs to reactivate
agai n. Thi s noti on of mai nt enance i s Comp:

maintenance/storage.
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specifically, maintenance of information could lead to easier retrieval, allowing the parser to
access richer and fingrained information (category and grammatical information) but
releasing the filler from memory only enables the parser to retrieve eyaised
information of the filler.We hold that maintenance, release aettieval should be
considered during the formah and resolution of th&/hFGD Fiebach, Schlesewsky, &

Friederici, 2002 Wagers & Phillips, 2014) as well as during parsing in general.

1.2.2. Chapter 3:Retrieval

The goal of Chapter 3 is to better understand the nature of the retrieval processes in ellipsis
contexts.This chapter investigates furth@etails aboutheretrieval mechanism. This
chapter is concerned with how different kinds of anaphoric elements isullt in
different retrieval behaviors durimgaktime processing.

In order toexamine the different retrieval behaviors of ellipsis and various
anaphoric elementsve firstexaminethe structure associasvith the ellipsis site in the
NPE construaebn. Thus, he first goal of chapter i3 to demonstratthat NPE involves
internal syntactic structure that stands gertain parallel relation with the antecedent. This
syntax componentrpvides insights into the mechanisms underlying the antecedent
retrieval process: the NR&ite is associated with a rich hierarchical structure, and therefore
the recovery of the content of the ellipsis site should mean the recovery of the structure
within the NPEsite. A detailed study of the syntax of NPE is needexder to understand
the processes of identifying and recovering ¢bntent of the NREite in regard to
antecedent retrievaPrevious studies have suggested that the eligigof NPE (the NPE

site) is associated with certain glarmswith no interral syntactic structurg$.obeck
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1995 2007; Panagiotidi2003; Postall969. In terms of NPEthere is apparent
supporing evidence fola pro-form analysis, namelstban on whextraction from the NPE
site. Contrary to this, we demonstrate that the {8Ré&is associated with rich hierarchical
structuredy showing that NPites exhibipropertiescharacteristiof ellipsis
constructions, such as vehicle change (Fiengo & May, 1994tse scope effes; and
various connectivity effects.

Furthermore, we show that the restrictions orextraction from the NPite
follow from independently motivated requiremeats] conclude that NPE is surface
anaphoraSpecifically, we argue that winovement out ofhe NPEsite is blocked since
the phase head (Chomsky, 2001) and the eligsasing head (Albrecht, 2010; Lobeck,
2007; Merchant, 20Q®tc) are differentThe NP that contains the launching site of wh
movement undergoes ellipsis before-mbvement within the DP takes place. That is; wh
movement out of the NRE&ite is not possible becaute NPEsite is licensed by a
functional head generated lower thanphase head D, which attracts the overtly moving
phrase. Thipredicts thain the context where D licenses the ellipsis of the nominal
projection, whmovement or Abar extraction is possible.

Thedetailed studies on the syntax of NPE help us furtheratélie mechanism of
antecedent retrieval working behind the processing of these different types of anaphoric
constructions, and uncover the general mechanism of antecedent retrieval that forms the
basis of thexperimental psycholinguistic works addresketbw.By using a
grammaticalityillusion paradigm observed in thgpical agreement processirt@/agers,

Lau, & Phillips, 2009, we show that information retrieved during ellipsis resolution differs
from the informatiorretrieved for norelliptical nominal anaphora (e.4naphoriconeand

pronominalPronounit).
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The logic behind this paradigm is that if the grammatical information of the
antecedent is retrieved, then the parser daitulategshe agreement relation beten the
verb and the head noun of the retrieved antecedent, as shaynWwhen the agreement
turns out to beingrammatical (the head of the retridhamtecedent (e.gkey) does not
match in number with the verb (i.arg)), the parer retrieves the local noun to repthe

agreement, which could lead to facilitation in the processing of the verb,gs in (

(4)
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The central findings of thestudies are that when noun phrase ellipsés
processed, all the conténincluding grammatical informatigrsuch aghe distinction
between the head and the rid within the antecedent NPof the antecedent is retrieved
and thus we observe an illusion of grammaticality. On the other Aaraghhoriconeand
Pronounit, which are pronominals, do not require a linguistic anteceatehthushe parser
does not build a structure. This researcheatguestions about how different kinds of
anaphoric elements give rise to different retrieval behgwdrich could in turn inform us
aboutwhat linguistic information associated with the antecedent is accessed and retrieved

when an anaphoric element ipessed. By employing both offé and online
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experiments, our findings suggésat the grammatical differences of the anaphoric element
(whether elliptical or not) contralvhat element is retrieved.

We argue that both maintenance and retrieval compoasntsuciain accounting
for the differences in differem/hFGDs and ellipsis. We show that the maintenance device
is crucial for storing structural information, as the dependent element needsstabbefor
the dependency formation in some way or another. Further, readers are able to make use of
fine-grained information such as detailed syntactic structure in the resolution of

dependencies.

2. Maintenance and Retrievatf

2.1. Introduction

The stdy of WhFGD suggested that the mechanism working behind the owimeGD
formation may involve the following three component processes: storing tfidenim

memory (Frazier, 1985; Gibson, 1998; Gibson & Thomas, 1999; Wagers & Phillips, 2009),
searching for the gap or the licensor of thefibar (Aoshima, Phillips, & Weilberg, 2004;
Crain & Fodor, 1985; Frazier & Flores D'Arcais, 1989; Lee, 2004; Omaki et al., 2015;
Phillips, 2006; Pickering & Barry, 1991; Stowe, 1986; Traxler & Pickering, 1996), and

linking the whfiller to the licensor and reactivating the Afither in memory (Lewis &

2 Portionsof the Chapter 2 have been publishetlanguage, Cognition, and Neuroscience
(Kim, N., Brehm, L., Sturt, P., & Yoshida, M. (2019). How long can you hold the filler:

maintenance and retrievidlanguage, Cognition and Neurosciente6).
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Vasishth, 2005; McElree, 2002006 McElree & Dosher, 198%lcol, Fodor, & Swinney,
1994;Nicol & Swinney, 1989Van Dyke, 2007; Van Dyke & McElree, 2006; Wagers &
Phillips, 2014). However, recent studies on dependency processing have suggested that
many of the effects associated with some of these component processesecandezhs

the effect of retrieval of the firelementof the dependency when the secefementof the
dependency (e.g., the verb) is process&bishth & Lewis, 2006 Against this

background, thishapterinvestigates the maintenance/storage component of the online
WhFGD formation processes. Through offline and online experiments, we attemgivto sh
that the wHfiller is maintained/stored in memory during the processing/lbFGD

sentences, and once the-filler is linked to the licensor, the whiler is released from
memory, and thus forgotten.

Further, we attempt to reveal the mechanisms behind online WhFGD formation.
Specifically, we aim to uncover how maintenance and retrieval operate in WhFGD
processing, by paying special attention to what information is retrieved from thikewh
when thegap is recognized. We contend that if thefilbr is released from maintenance
and retrieved at a later point, its activation in memory will be lower, and its retrieval will be

less successful, relative to a situation where it is maintained.

2.1.1. WhFiller-Gap Dependency Formation

One of the prominent properties of human language is thatddélprdependencies,
exemplified by whinterrogative constructions like (6), can potentially span across an

unbounded number of words (unboundegendency: Chomsky, 1B7
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(6) What did John eat yesterday?

The WhFGD, in particular, crucially involve two elements, the-filler and, the
gap, the verb or the preposition, where the interpretation and the grammatical status of the
wh-filler is crucially dependent upon the gap. In other words, the grammatical status (e.g.,
whether the wkelement is the subject or the object, and whether thelarment bear
nominative case or accusative case) and the interpretation (e.g., whetherdleeneht is
interpreted as an agent or patient) of thealdment are all determined in relation to the verb,
the preposition, or the gap that the-element is linked to (Huddleston & Pullum, 2002:
1079, for clear illustratianof this type of dependency relationgpr examplejn (6), the
wh-filler, what is interpreted as the patient (something to be eaten), and its function is the
direct object of the verbat Thus, the interpretation and grammatical statustadtin (6)
are cruciallydependenbn the verkea. As such, if the object cdatis realized by another
NP, e.g.,sushi(*Whatdid the student in the classroom eat sughiRe example is not
acceptable because the-filler whatcannot be interpreted. Thus, sometimes, thdilen
is referred to as dependent elemeand the verb, the preposition or the gap, which control
the interpretation and the grammatical status of thdillen, is referred to as aontrolling
element

This property of thewhFGD construction raises a question of how it can be
processed and imareted during incremental sentence processingVii-GD, the wh
element needs to be held in memory till it reaches the gap to achieve the correct interpretation.
The resolution o¥VhFGD requires two processes: maintaining information until the gap, and

retrieving information. However, in principle, the distance between the filler and the
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controlling element (e.g., the gap) can be potentially long. This motivates the parser to
resolve the dependency as soon as possible (link to the controlling elememd} soet
memory costs are no longer taXefls Gibson (1998) argues, the costs associated with the
prediction is correlated with the processing coditsis view is compatible with the
observation that the maintenance is the driving force for themperselease the whiller

from memory. For example, Gibson (1998) suggests that when the first NP within a clause
IS ambiguous between the dative case marker or the accusative casethmapanser picks

the accusative case because it requiressystactic head to be integrated (Badayer,

Hopf, & Meng,1996; Gibson199859)

7y a Accusative ambiguous
Dirigenten, die ein schwieriges Werk einstudiert haben, kann ein Kritiker
ruhig umjubeln.
conductors who difficult work rehearsed have can a critic safely cheer

OA critic can safely cheer conductors

b. Dative ambiguous:
Dirigenten, die ein schwieriges Werk einstudiert haben, kann ein Kritiker
ruhig applaudieren.
conductors who a difficult work rehearsed have can a critic safely applaud

O0A critic can safely applaud conduct ol

3 We assume that the storage and the maintenance are the same process.
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wor k. o

C. Dative unambiguous:
Musikern, die ein schwieriges Werk einstudiert habennlan Kritiker
ruhig
applaudieren.
musicians who a difficult work rehearsed have can a critic safely applaud
O0A critic can safely applaud musici an:t

wor k. o

Specifically, when the initial NP is a dative, it predicts abveshich requires a
subject and a direct object, marked with the nominative case marker and the accusative case
marker, respectively. Choosing the dative indicates keeping the subject marked with the
nominative case in memory until the prediction is satkfiuntil another NP marked with
the nominative case is encounterdd)is means that more syntactic headed to be kept in
memory, inducing memory costs. Therefore, the parser prefers to pick an accusative case
marker when the initial NP is ambiguous in terms of the case marker.

Resolving WHFiller-Gap Dependencies (WhFGD) involves linking apHrase to

averb, preposition, or gap. An example of a WhFGD construction is (8).

(8)  Which mistake in the program will be disastrous for the company?

In (8), neither the interpretation nor the grammatical status of thg@wdsenvhich mistake

in the programs determined solely by the wihrase itself. The wphrase, which is the
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subject of thelisastrousis interpreted as the theme argument of thdipa¢edisastrous
In general, the grammatical status and the interpretation ofEhvése are determined in
relation to other elements, such as the verb or preposition, or the gap, a controlling element.
The dependent element is often referred to dtea (e.g., the wkphrase inwhich mistake
in the progran), and the controlling element which hosts the grammatically mandatory yet
hidden argument is referred to as a gjap.

One of the important properties of ledgtance dependencies is that they gj@an
across a large number of words or clauses. In online WhFGD resolution, the parser needs to
link the whtiller to the gap in order to achieve the interpretation of the WhFGD sentence;
for a whphrase to be interpreted, the-phrase needs to be linkealthe gap. In other
words, to resolve WhFGD, the parser needs to 'recover' the information of the filler after
encountering the gap, in order to achieve the right interpretation of the sentence (Bever &
McElree, 1988; Crain & Fodor, 1985; Fodor, 1978;d\iet al.,1994). This implies that in
order to resolve a WhFGD online, the parser needs to perform two processes. One is the
storage or maintenance of a-fitter (Gibson, 1998; Gibson & Warren, 2004; Wagers &
Phillips, 2014 Wanner & Maratsos, 1978; Warren & Gibson, 2002), and the other is the
retrieval or reactivation of the wiiller (Lewis & Vasishth, 2005; McElree, 2002006

McElree & Dosher, 1989¥icol & Swinney 1989 Oberauer & Kliegl, 2006; Van Dyke,

4 Note that we do not commit to a specific analysis of WhFGD constructions. Specifically,
we are agnostic abowhether it involves a phonetically empty gap or not. We customarily
call the controlling element agap, but our conclusions do not necessarily require a gap

based analysis.
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2007; Van Dyke & McElree, 2006).

2.1.2 Maintenance & Retrieval

Let us look at the maintenance and retrieval components in more detailt F&rst,
possible that the whller is maintained in memory untihe whiller is assigned a thematic
role from the verl§{Gibson, 1998; Gibson & Warren, 2004; Wagers & Phillgixl4). Due
to its morphological properties (i.evh-morphology, e.g.which) the parser can
immediately recognize that the viiller is an element that will be linked to the gap
somewhere downstream, or otherwise it cannot be interpreted. Note this¢rigerfot other
nonwh-NPs, likethemistake a definite determinghedoes not signal movement. The gap
is not guaranteed to be adjacent to thephhase, as it can appear in the subject position,
the direct object position, the indirect object positmmnthe object position of a
preposition. As such, the wthrase itself does not signal where the gap should be located.

Thus, the parser needs to maintain thefildr in memory until the gap is identified and
the whtiller is successfully linked to thgap.

Numerous studies have shown that upon enc
posits a gap in advance of confirming eviden
f or maAoshimaeta(,2004 Cr ai n & FFRoeal & Flores 'Ad@is, ;19839
Lee, 2004; Omaki et al ., 2015, Phillips, 200
Traxler & Pickering, 1996. Acti ve dependency formation car
consequence of nde ofarbBlewh si mamememfai | That i
must be |inked to a gap, the distance betwee

means that the pars£tirl heedsnt memargt &on wheo
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di st ance guampt iils temcodmnt éeedcamd btehé iwhked to t
filler is maintained in memory, It would be
would | ead the parser to resolve the depende
Gi b&omwar r én., 200

Evidence for maintenance comes from studies showing larger processing costs
when the head of the dependency is not resolved immediately due to many intervening
words. For exampleéZhen, Gibson, & Wol{2005) showed that the readers have difficulty
in main&ining multiple unresolved dependencies when the-tight element of the
dependency has not been encountered yet, such that the reading times at the most deeply
embedded NPNew York City position were faster for the relative clause constructions

than he sentential complement constructions.

9) a. SC structure: The announcement that the baker from a small bakery in New

York City received the award helped the business of the owner.

b. RC structure: The announcement which the baker from a small bakery in

New York City received helped the business of the owner.

This is because isententiacomplement constructions, readers need to store the
wh-element in memory until the dependensyesolved, whereas the selement in the
relative clause does not need to be stored. In WhFGD processing, the reading time of the
verb (that hosts the gap) is faster when the parser can form shogdiletependencies
successively, versus when the ganseeds to hold the filler for a longer time (see Keine,

2015 for related observations). This claim is bolstered by the findings of Gibson and
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Warren (2004), who observed that the reading times were slower when the number of
words intervening between thé-filler and the gap increased. When sentences involving
wh-extraction are compared to those that do not involvexttaction, reading times of the
words between the filler and gap increase for longer dependencies (SEbeaiset al.,
2005and Stepano¥ Stateva, 2015).

Once the gap is recognized, information associated with tHédlermeeds to be
recovered or retrieved (McElree, 2008¢Elree, Foraker, & Dyer, 2003/cElree &
Dosher, 1989)This is necessary for the parser to check the case, tleewlatand other
morphological features of the filler and to achieve its proper interpretation (Bever &
McElree, 1988; Crain & Fodor, 1985; Fodor, 1978; McElree & Bever, 19R9] et al,
1994 Nicol & Swinney, 1983 Fillers may contain different kinds of information,
including morphological features, syntactic category, and legigalantic content. Some of
these properties may be subject to memory decay (King & J@&t, Wagers & Phillips,
2014; Wanner & Maratsp4978). Different information could be maintained during the
resolution of the dependency, or could decay and then be retrieved when the gap is

recognized.

> As an anonymous review@r Language, Cognition, andeurosciencgoints out, some
previous studies have suggested that decay is no longer a useful explanatory concept in the
retrieval literature (seBerman, Jonides, & Lewis, 2009%ewandowsky, Geiger, & Oberauer,

2008 McElree, 2006Nairne, 2009. Wagers and Phillips (2@) pointed out that not all the
features of the elements that are retrieved at the head of the dependency or are fully

reactivatedat the verb position (e.g., semantic features of thefillen in Wagers and
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Wagers and Phillips (2014)vestigated which aspects of the filler are maintained, and
which are susceptible to dec&8hey observed a filledap effect (e.gBoland, Tanenhaus,
Garnsey, & Carlson, 199&rain & Fodor 1985; Frazier & Clin, 1989;Stowe, 1986;
Tanenhaus, Boland, Garnsey, & Carlst®39; Wagers & Phillips, 2014) when the-wh

filler is an NP and the potential gap site is also an NP, but not when thikewls a PP

and the potential gesite is an NP, regardless of whether the WhFGD spans a short or long

distanceas illustrated in (10(Wagers & Phillips2014; 1282); n.bEGE stands fofilled

gap effect
(20 Plausibility Mismatch. FGE
® ®
a. Wh-NP SHORTDISTANCE‘ \ NP
b.  Wh-PP .. |SHORTDISTANCH .. V .. NP
FGE
®
c.  WhNP LONG DISTANCE .V .. NP

Phillips's (2@4) study). Such findings can be accountedby memory decay. Thus, for
present purposes, we hypothesize that some of the information associated with ttee filler i
subject to decay or interference. We assume that the success of retrieval is related to the

amount of material intervening between the filler and the gap.
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d.  WhPP .. |LONGDISTANCE .V .. NP

This suggests that category information of thefilar is maintained throughout
the dependency formation process. However, the semantic incongruity between the wh
filler and the verb (e.g. Boland et al., 1995; Traxler & Pickering, 1996) was not reahgnize
That is, the readers cannot detect the semantic incompatibility of the filler and the verb
when the dependency spans a long distance, nor is the mismatch between the preposition
attached to the wphrase and the verb recognized in long distance depeedefhis
suggests that syntactic category information of the fillers is maintained during the online
WhFGD formation process, but semantic content and lexical information are released from
maintenance. In sum, the implication is that resolving fillerdgpendencies involves both
maintenance and retrieval, atid information that is retrieved at the verb position reflects
what information of the filler is maintained and what information of the filler is released
from maintenance.

Note that Chow & Zho(2019) recently suggested that the lack of a plausibility
effect is not because the content of thefiler is released from maintenance, but because
of the lack of statistical power in earlier studies. They conducted aimasjeng
experiment with higlstatistical power. Like Wagers and Phillips (2014), they found that
readers actively insert a gap regardless of dependency length whenever one is
grammatically possible, suggesting an active gap filling effect. In addition, they found a
plausibility effe¢ in regression path duration as well as total reading times for alll
dependency lengths. Their findings therefore provide evidence for the maintenance of

semantic features. Furthermore, they found a weaker plausibility mismatch effect after the
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critical region for long dependencies, relative to short dependencies. Therefore, it is
possible that, contrary to Wagers and Phillips (2014), thematic information can be
maintained in memory. However, distance still impacts the retrieval of thematic
information ashe observed plausibility effects show, which suggests that memory decay
may be in effect.

In the current studies, we investigate this claim, asking what sort of information
from the whfiller can be maintained: just category information, or something more
detailed? Through a series of studies on online WhFGD formation, we show that, like in
Chow & Zhou (209), the whfiller needs to be maintained in memory throughout the
processing of WhFGD sentences, but if thefilker is released from maintenance and
retrieved later, the relative strength of the filler, and thus the degree of success of its
retrieval, isreduced.

We also posit an additional question: what motivates the maintenance of an
element? In the case of WhFGD, Afifters involve distinctive wkhmorphology. In a
language like English, which is a whovement language, a phrase bearing wh
morphology povides strong evidence for the presence of WhFGD, i.e., if there is a wh
phrase, there must be a gap somewhere in the sentence (Chomsky, 1977). Therefore, it is
plausible that wimorphology signals the presence of a fi@p dependency and thus
leads tle parser to maintain the widhrase. On the other hand, when a phrase does not bear
wh-morphology, it is unclear whether the phrase is part of a-Gjgr dependency.

Assuming that maintaining an element in memory is costly (Gibson, Y2&8ner &
Maratsos$ 1978, it is plausible that the parser does not maintairwloiphrases in
memory in the same way as yphrases. We investigate these points by examining in detalil

the processing of coordinated structures involving WhFGDs.
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2.2.  GrammaticalProperties am thePProcessing oMWh-Phrases (WhPs)

2.2.1. WhPs

Recent syntactic studies on whnstructions have revealed that eatiphrasenas
different controlling elements and thus form a dependency with different elements
(Chomsky, 1986; Huang, 1982; Lasnik & Sait684;Stepanov & sai 2008). Syntactically,

WhPs differ in their movement profiles and in which controlling element they form a
dependency withWhyis known to be basgenerated in the CP position, or to undergo a
short movement from TP to CP (K2005; Yoshidat al, 2015) and form a dependency with
TP.Whq functioning as the subject of the senterstdjectwho whosn) moves from TP to

CP, and forms a dependency with Hew, amodifier of VP, andvho (objectwha whaoy),

an argument of V, both undergo movement from within VP and move to CP. Although these
WhPs appear in the same linear position, the levels with which eaphnabe are associated

are different.

b o wp P

Wha € TP t ihiil

criticize Mary crilicize Mary

Evidence forwhy forming a dependency with TEbmes from its insensitivity to
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innerislands like negativeslands (Ross, 1984). Ross (1984) observes that whengapvh
dependency spans across a sentential negatgrihe acceptability of such dependency is
degraded. Tis negative island effect leads to the contrast betw&2a) @nd 12b). It has

been known thatow, which is understood as a modifier for VP, needs to undergo movement
from the VRdomain across negation to higher in the CP position, and is therefore sensitive
to negative islands. On the other hamdhy-questions are insensitive to negative islands,
which suggests thathyis basegenerated in CP or undergoes a short movement from TP to

CP, and thus does not move across negation.

(12) a. | don'tknow why you did not eat pizza.
b. *| don't know howyou did noteat pizza?
Cc d.
CP CF
how 7 Why
C TP cC TP
NP T 1t TP
vou T NegP NP T
did
Neg VP you T Negl
not did
t VP Neg VP
not
eat pizza cal pizza

Whaun forms a dependency with TP bhwdwandwhay; form dependencies with VP
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or V. This can be shown by the difference in acceptability in the following examples in (13).
It has been known that the vgap dependency that spans across anothexevhent gives

rise to the acceptability degradation (the-island effect: Chomsky, 197%prouseWagers,

& Phillips, 2012;Kush, Lohndal, & Sprouse, 201f®r detailecexperimental investigations).
The acceptability contrast in (13) suggests thatv and whax; both move from the
subordinate clause to the matrix CP position, thus the dependencies span acrosshg,whP,
which gives rise to the acceptability degradation.the other handyhowusjmoves from the
matrix TP to the matrix CP, and thus the-gdp dependency does not span across another

whP, and (13a) is more acceptable than {d3b
(13) a. Who t wondersvhy John criticized Mary?

b. *H%W did you wondemwhy Johnlt criticized Mary?

(intended answeharshly)

C. *Who did you wondewhy John criticized t?
I

(intended answeiMary)

Furthermore, when the subject position (which is in TP) is occupied by an NP, an example

of whaosuwj no longer becomes acceptable, suggesting that in such an examplegthgoes

not have an element to form a dependency with, i.e.whaty; is indeed linked to TP.

(14) *Who John criticized Mary?
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In the same token, when the adverb position is occupied by a manner adverb, a phrase using
howis not acceptable (whdrmowis interpreted as a manner adverb); when the object position
Is occupied by an NP, an example withau is not acceptable. These observations support

the analysis thdtowis linked to VP andvhaujis linked to V.

(15 a. *How did John harshly criticize &ty?

b. *Who did John criticize Mary?

2.2.2. Time Course

With this in mind, let us walk through a tiroeurse of the processing of different

WhPs.

(16) a. Who did Anna criticize?

b. How did Anna criticize?

C. Why did Anna criticize?

d. Who criticize Anna?

The dependency lengths for the®énPs are different, and thus based on the

dependency lengths, different processing costs are predicted. One of the ways to empirically

test how different fillers are associated with different degreepratessing cost is to

investigate maintenance cost effects (Gibson, 1998; Gibson & Wa084). In addition,
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the costs associated with the maintenance of those fillers should be released\WideGbe
formation is completed, no longer impacting memory resources. Based on this logic, we can
observe differences in the complexity measure depending on the lertgthdgpendency.
In order to investigate the complexity effect betw®énPs and the verb, we examine how
different dependency types interact with a complex domain intervening betwe@hkhe
and the licensor.

Let us observe what happens to different kiofd&hPs (vhaobj, how, andwhy) when
a complex domain like (17a) is added in the context o¥YWh&GD construction as in Tb-

d).

(17) a. [np the babysitterdp that the children loved]] handed the toys to

someone.

b. The father considerestho the babysitter that the children loved

handed the toys to.

C. The father considerdtbw/that/whythe babysitter that the children

loved handed the toys to the grandma.

d. Who considered that the naive babysitter thatsiwenky children

loved handed the toys to the grandma.

(18a)is an example of an objegapped relative clause that is modifying the subject NP.

This type of centeembedded relative clause configurations is known to create a processing
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cost. As thaliagram in (18b) illustrates, in a configuration like (18a), there are two open
dependencies at the most deeply embedded cluldren the dependency betweaw fhe
babysittef and the matrix verb, andd the childrer) and the embedded verb. Under

theories of processing complexity in which the number of open dependencies is a predictor
of processing complexity (the processing complexity is associated with the storage cost:
Chenet al, 2005; Gibson 1998, 2000; Grodner & Gibson, 2@&®&panov & Stateva,

2015), processing complexity is predicted to be highest at that point, thehioireén

(18) a. [ne The babysitterdr that the children loved]] handed a toy to the baby.
b.
C
L i
\.—I' | T

Different degrees of complexity can be observed at the most deeply embedded noun
position when the complex NP is embedded within diffe'¢hEGD constructions. The
structurs of eachWhFGD construction with the complex NP embedded in the middle are

summarzed in (19).
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As we can see in (19ayhyforms a dependency with TP, and, at the poimhdtiren the
why-TP dependency has been already completed and thus there are only two open

dependencies. In tAR&nhFGD construction involvingowas in (19b), which forms a
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dependency with the VP, there are three open dependencleklsgn (the dependency
betweerhowand VP, [\ the babysittdrand V, and {ir the childre and V). In the
construction involvingvhauwj, which is linked to the verb as in (19c), there are three open
dependencies at the pointaffildren (whawj and V, e the babysittgrand V, and {e the
children] and V). Finally, in the construction that involwelawubj, which is linked to TP, as
illustrated in (19d), there are two open dependencies at the paimtdben If the number

of open dependencies predicts processing complexity, then we expect that processing
complexity at the point athildrenwould be highein thehowandwhauj constructions

than in thewhyandwhaybj constructions. If processing complexity is linked to a reading
time slowdown in online processing (Gibsd898; Gibson & Warrer2004), then we
expect thathildrenin thehowandwhay,; constructions should be read significantly slower

than in thewhyandwhaosbj constructions.

2.3. Motivation for the Experiment§Experimentl & 2)

We conducted four acceptability rating experimdéaigperiments l-d4d) and two seHpaced
reading experimeni®@xperiment 2a & 2bo understand how differeNYhPs with different
dependency lengths contribute to different storage costs. The first acceptability rating
experiment tested whether the experimental sentencesnusegeriment 2a were plausible
without errors. The second acceptability rating experiment tested whether the experimental
sentences in experiment 2b were plausible without errors. The third acceptability rating
experiment was designed to test whethieybehaves differently from oth&/hPs such that
why is not linked to the verb, by examining the sensitivitymbly to negative islands. The

fourth experiment teetiwhether there are two differawhys with different structural heights
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in English Chapman &K u | e r 202)8The online experiments were designed to test

whether different kinds aVhPs are released from memory onceWwWtg=GDis formed.

2.4. Different Kinds of WhPs:An Acceptability Rating Experimenta

The goal 6the experiment 1a is to examine how the sentencesahitky;, how, thatand

whywere rated in offline experiments.

2.4.1. Participants, Materials and Design

For this experiment, 4Bative English speakers from Northwestern University with no
history of language disorders participated and gave informed consent. In exchange for their
participation, the participants were granted 1 credit for introductory linguistic classes taught
at Nathwestern.

Critical items consisted &4 sentence seta the form ofa 1x4 design, in which
different kinds ofWhPs (vhaj, how, that, why) were manipulated as independent factors.
A sample set of stimuli is summarized in Tabld &.ensure that parigants did not
encounter the same types of target items consecutively, items were distributed in a pseudo
randomized manner. In addition to the current experimental items, there were 32 filler
sentences that involved irrelevant manipulations to the cusrastThe experiment took

around 30 minutes to complete.
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Table 1. Samplestimuli for experiment la

Factors

WhPs Examples

WhGOop The father considered who the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys ta

how The father considered how the naive

babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

that The father considered that the nababysitter
that the spunky children loved unexpectedly
and benevolently handed the toys to the
grandma.

why The father considered why the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

2.4.2. Procedure

Stimuli were presented on a desktop PC using Linger sofi{Raniede, 2003)For each
stimulus, participants read the senteane screen, and were directed to rate the sentences
from 1 to 7 with regard to their naturalness (1: totally unacceptable, 7: totally acceptable).
To familiarize participants with the rating process, five practice items were presented
before the actual @erimental items. Participants were instructed that they did not need to

read aloud and that there are not necessarily right answers to each question.

2.4.3. Analysis

Data were analyzed using linear mixed effect regressimtelsperformed with théme4
package in R version 3.2(Baayen, 2008; Baayen, Davidson, & Bates, 2@fes,

Maechler, Bolker, & Walker, 2034aeger, 2008FEach model included helmert coding
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where we compared (Whabn/how whywith thatas a baseline, (ilvhayy/ howwith why,

and (iii) whabj andhow. All models contained the maximal random effects strudiBiaer,

Levy, Scheepers, & Tily, 2013)hich involved random intercepts for participmaand

items and random slopes for fixed effects assuming the model converged. In cases where
the model failed to converge, the random effects with the least variance were taken out

stepwise.

2.4.4. Results & Discussion

Mean acceptability scores are shown in Tabl@n?l, in Figure 1and mixed effect model
outputs are shown in Table Bhe results only revealed a significant effect betvweleoy;
andhow.

Table 2. Mean acceptability ratings fromexperiment 1a.

WhPs Mean SE

WhQobj 3.64 0.10
how 4.32 0.10
that 4.08 0.10
why 4.01 0.11

Acceptability ratings from Experiment 1a

W°

o

Figure 1. Mean acceptability ratings from experiment 1a.
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Table 3. Summary of mixed effect model outputs in experiment 1a.

WhPs Estimate (SE) t-value
(Intercept) 4.05(0.17) 23.75
whasp/howwhyvs. that | 0.07(0.19) 0.77
wha/howvs. why 0.02(0.07) 0.35
Whaobj VS. how -0.34(0.08) -4, 20%**

2.5. Different Kinds of WhPs:An Acceptability Rating Experimentb

The goal dexperiment 1b is to examine how the sentences contaifing;, whasus; that,

andwhyare rated in offline experiments.

2.5.1. Participants, Materials and Design

For this experiment, 24 native English speakers from Northwestern University with no
history of language disorders participated and gave informed consent. In exchange for their
participation, the participants were granted 1 credit for introdudtogyistic classes taught
at Northwestern.

Critical items consisted of 32 sentence sets arranged in a 1x4 design, in which
different kinds ofWhPs (vhawbj, whasuy;, that, why) were manipulated as independent
factors. A sample set of stimuli is summarized in TablEodensure that participants did
not encounter the same types of target items consecutively, items were distributed in a
pseuderandomized manner. In addition teetburrent experimental items, there were 32
filler sentences that involved irrelevant manipulations to the current thegxperiment

lasted around 30 minutes for each participant.
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Table 4. Samplestimuli for experiment 1b.

Factors

WhPs Examples

Wh o The father considered who the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys ta

WhOsubj Who considered how the naive babysitter
that the spunky childreloved unexpectedly
and benevolently handed the toys to the
grandma?

that The father considered that the naive

babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

why The father considered why thaive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

2.5.2. Procedure

The same procedure wamployed as in Experimené.

2.5.3. Analysis

Each model included helmert coding where we compar&eth@sy/ whosup/whywith that

as a baseline, (ivhan with whasufwhy, and (iii) whasupjandwhy.

2.5.4. Results & Discussion

Mean acceptability scores are shown in Table 5 and in Figure 2, and mixed effect model
outputs are shown in Table 6. The results revealed a significant difference betvoegn
Iwhosupfwhyvs. that There waslsoa significant difference betweemhay; vs.

whasunfwhy. There was no significant difference betwedrosun,j andwhy.
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Table 5. Mean acceptability ratings from experiment 1b.

WhPs Mean SE

WhQobj 3.32 0.14
WhOsubj 3.75 0.13
that 3.99 0.13
why 3.77 0.14

Acceptability ratings from Experiment 1b
w

N W N o
o€ e
o 6\)‘0\

Figure 2. Mean acceptability ratings from experiment 1b.

Table 6. Summary of mixed effect model outputs in experiment 1b.

WhPs Estimate (SE) t-value
(Intercept) 3.71(0.23) 15.91
WhOobj/Whosup/whyvs. that 0.28(0.11) 2.59*
whaypj vS. whausfwhy -0.30 (0.10) | -3.02*
WhOsubj VS. Why -0.02(0.08) |-0.24

2.6. Different Kinds of WhPs:An Acceptability Rating Experimentc

The goal 6the experiment 1c is to further test whethew behaves similarly with
whawj in its grammatical properties in comparison wdy. This was tested by the
acceptability judgment of Questigdnswer pairs for differenWWhPsin negative island

contexts, ashown in Table 7The answers fovhan were the direct objects of the verb, the
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answers fohowwere adverbs, and the answers\itny started with a Becaus#ause. The
prediction is that the mean ratings of Questhorswer pairs fohowwould be lower han

those ofwhy, becauséowis located in the VP position rather than in the TP position, and
becausd&owis known to be sensitive to negative islandss experiment examinegnether

whyis licensed by TP, and whetheiistgenerated in a higher position than otAdrPs. If

whyis not sensitive to inner islands, like negative islands, this would indicate that the licensor
for whyis above the TP position and thusedaot interfere with negative clauses. This is
becausevhyis basegenerated in CP or undergoes a short movement from TP to CP, which
does not move across negation. These properties are not predidgigdnibves from the VP

area like other wviphrass do. On the other hand, licensorswigra,, andhoware Inked to

VP areas and therefore interfere with negative clauses. Thus, we predict that negative islands

with whywill have significantly higher acceptability ratings thaha,j andhow.

2.6.1. Participants, Materials and Design

For this experiment, 40 Niwwestern University students who were native English
speakers with no history of language disorders gave informed consent and participated. In
exchange for their participation, the participants were granted 1 credit necessary for
introductorylinguisticclasses at Northwestern.

Critical items consisted &4 sentence seta the form ofa 1x4 design, in which
different kinds ofWhPs (vhawbj, how, that, why) were manipulated as independent factors.
In addition to the current experimental items, there were 32 filler sentences that involved
irrelevant manipulations to the current en sample set of stimuli is summarized in Table

7.
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Table 7. Samplestimuli for experiment 1c.

Factors

WhPs Examples

Wh o A: Who didndot Mary
B: Tommy.

how A: How di dndét Mary
B: Harshly.

that A: Didndét Mary crit
B: Yes, she did.

why A: Why didnét Mary
B: Because hianswer was correct.

2.6.2. Procedure

The same procedure was used as in Experiment 1a.

2.6.3. Results & Discussion

Mean acceptability scores are shown in Table 8 and in Figure 3, and mixed effect model
outputs are shown in Table @verall, the results revealed a significant difference between
whaw/howwhyvs. that There was also a significant difference betwe&bow/howvs.
why.Finally, the results revealed differences betwesimy; vs. how. This suggests that

whyis insensitive to negative islands as it does not move.

Table 8. Mean acceptability ratings from experiment 1c.

WhPs Mean SE

WhQobj 6.10 0.08
how 2.99 0.12
that 6.25 0.09
why 6.46 0.07
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Acceptability ratings from Experiment 1c

Y
50° o N o

Figure 3. Mean acceptability ratings fromexperiment 1c.

Table 9. Summary of mixed effect model outputs in experiment 1c.

WhPs Estimate (SE) | t-value
(Intercept) 5.46(0.11) 51.36
wha/howwhy vs. that 0.74(0.14) 5.14 ***
whaowi/how vs. why 1.27(0.12) 10.55 ***
Whaupj vS. how 1.58(0.13) 12.40 ***

2.7. Different Kinds of WhPs:An Acceptability Rating Experiment 1d

The goal 6the experiment 1d is to empirically test whether there are two different
whys that have different structural positions in English. This was tested by the acceptability
ratings of Questionswer pairs for differen?VhPs in negative island contexts, samito
experiment 1c. Howevethe answers farvhyeither started with Becaus¢ause (we call this
asreason whywhy g) or In order teclause (we call this agurpose whywhy p). The
rationale behind this experiment was the followi@gh a p man & K wipeoposev 8 (201
that there are two differenwvhys in English that correspond to different heights in

structureswhy rlocated at the Spec_CP antly pin the VP area, based dmetevidence
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thatwhy pis sensitive to negative islands because it crosses the NegRhyutis not
sensitive to negative islands. Thuse prediction is if there are two differemlys, one that

is located at the Spec_CP position, and the other inre®, then we expect Q/A pairs that
elicit why r (Becauseclause) to yield higher acceptability ratings thvamy p (In order to
clause). On the other hand, if there are no two diffexdrys, and both of them are located
in the Spec_CP position, we expeotdifferences between the mean acceptability ratings of

why r andwhy p.

2.7.1. Participants, Materials and Design

For this experimeng3 native English speakers from Northwestern University with no
history of language disorders participated and gave informed consent. In exchange for their
participation, the participants were granted 1 credit for inttmy linguistic classes taught
at Northwestern.
Critical items consisted of 32 sentence gethe form ofa 1x4 design, in which
different kinds ofWhPs fow,that, why r, why p) were manipulated as independent
factors.In addition to the current experimental items, there were 32 filler sentences that
involved irrelevant manipulations to the current®miesample set of stimuli is

summarized in Table 10.

Table 10. Samplestimuli for experiment 1d.
Factors |
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WhPs Examples
how A: How didn't Mary criticize John?
B: Harshly.
that A: Didn't Mary criticize John?
B: Yes, shalid.
reason why A: Why didn't Mary criticize John?
(why R) B: Because his answer was correct.
purpose why A: Why didn't Mary criticize John?
(why p) B: In order to make John angry.

2.7.2. Procedure

The same procedure was used as in Experiment 1a.

2.7.3. Results & Discussion

Mean acceptability scores are shown in Table 11 and in Figure 4, and mixed effect
model outputs are shown in Table @erall, the results revealed a significant difference
betweenhowwhy g /why p vs.that It also revealed a significant difference betwbhew
vs.why r/why p. Importantly, there was also a significant difference betwmdang and
why p. This suggests thathy ris insensitive to negative islands as it does not move, but

why pis sensitive to them.

Table 11. Mean acceptability ratings from experiment 1d.

WhPs Mean SE

how 3.01 0.07
that 6.50 0.05
why r 6.61 0.04
why p 5.74 0.07
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Figure 4. Mean acceptability ratings fromexperiment 1d.

Table 12. Summary of mixed effect model outputs in experiment 1d.
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WhPs Estimate (SE)| t-value
(Intercept) 5.47 (0.10) 56.47
howivhy r/why pvs. that 1.04 (0.14) 7.59 ***
how vswhy r/why p -2.12 (0.15) | -14.11 ***
why rvs.why p -0.43 (0.08) | -5.14 ***

2.7.4. Summary of Experiments 1a, b,

c,&d

The purpose of the first two experiments was to examine the overall naturalness of the

sentences we would like to use in the online experiments. Although the sentences were

complex, the average ratings for eachptitasevererelatively high for both expenent

la and 1b. The Q/A dialogue was employed to understand whether diffdnstare

sensitive to negative islands. We showed Wiatis insensitive to negative islands in

contrast tovho, andthat there was a significant difference betwesy randwhy p. The

insensitivity to negative islands famyfurther suggests thathyis located higher in the
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structure than other wphrases. Furthermore, the significant difference betwédsgng and

why psuggests that these two differevitys can be located in different positions.

2.8. Maintenance of Different Kinds of WhPs: A SeRPaced Reading Experinm 2a

This study investigates the role of maintenance in holding different kindhBs by

adding a complex domain between differdftPs and the verb. Assuming that the
processing complexity is linked to the sloweading timegChenet al, 2005; Gibson

1998, 2000; Gibson & Warren, 2004; Grodner & Gibson, 2008)predicted that the
reading times fowhay; andhowwill be longest at the embedded NP position whevdas

will not increase complexity at the embedded NRylagis already released at the point of
TP, and thus will not increase reading times. That is, given that the filler is released from
memory one the dependency is formed, we predict no differences in reading tinfesafor
andwhaoy, butwhyshould have the fastest reading times at the preverbal position

(embedded NP) aghyis released from memory upon encountering TP.

2.8.1. Participants, Mateals and Design

For this experiment, 64 Northwestern University students who were native English
speakers with no history of language disorders gave informed consent and participated. In
exchange for their participation, the participants were granteeldit crecessary for
introductory linguistic classes at Northwestern.

Critical items consisted &4 sentence seta the form ofa 1x4 withinsubjects
design, in which different kinds &/hPs (vhauj, how, that, why) were manipulated as

independent factors. A sample set of stimuli is summarized in Table@X¥hsure that
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participants did not encounter the same types of target items consecutively, items were
distributed in a pseud@ndomized mannein addition to he current experimental items,
there were 74 filler sentences that involved irrelevant manipulations to the current one

The experiment took around 30 minutes to complete.

Table 13. Samplestimuli for experiment 2a

Factors

WhPs Examples

WhQob The father considered who the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to.

how The father considered how the naive

babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

that The father considered that the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

why The father considered why the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

2.8.2. Procedure

Stimuli were presented on a desktop PC using Linger soft{iRobde, 2003where the
experiment followed a seffaced woreby-word moving window paradigrfdust, Carpenter,

& Woolley, 1982) Eachexperimentalrial startel with dashes masking the words in the
sentenceand the participant pressed the button to move foriPandicipants were instructed

to read the sentencas they would normally readnd to answer comprehension questions
after reading each sentence. Mes/no comprehension question asked participants to press

F (yes) or J (no) keys. An example comprehension questidiassthe wordoysmentioned
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in the story. After receiving feedback on their response, participants pressed the space bar
to proceed to thanext item Six practice items were presented at the beginning of the

experiment. The experiment took each participant abcd630inutes to complete.

2.8.3. Analysis

Data were analyzed using linear mixed effect regression models performed with the
Imedpackage in R version 3.2(Baayen, 2008; Baayen et al., 2008; Bates et al., 2014;
Jaeger, 2008Each model included helmert coding where we compar&ch@y/howwhy
with thatas a baseline, (ilwhaw/howwith why, and (iii) whayj vs. how. All models
contained the maximal random effects structhes fit the datgBarret al, 2013)
including random intercepts for participants and items and random slopes for fixed effects
given the model successfullpnverged. In cases where the model did not converge, the
random effects that revealed the least variance were taken out inveisgapanner.
Participants whose accuracy was lower than 68% were excluded. Reading timegwere lo
transformedvith an aim taminimize nonnormality (Box & Cox 198; Vasishth, Chen, Li,

Guo, & Patersor2013. The critical regions werie most deeply embedded KRe
embedded NP critical region) and one word following thtecat region (the embedded NP
spillover region). The second critical regions were the matrix verb, and one word following

the matrix verb (the matrix verb spillover region).

2.8.4. Results & Discussion

Regionby-region reading times are presented in Feghy the graph at the critical region

(the most deeplgmbedded NP) in Figure 6, and the graph at the matrix verb spillover
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region in Figure 7. The mixed effect model outputs are presented in Table 14. Mean

accuracy for critical triatomprehension questions was 77.0%.

Table 14. Summary of mixed effect model outputs for experiment 2a.

Region Estimate (SE) t-value
Embedded NP Intercept 5.82 (0.03) | 189.16
Critical Region whawi/how/why vs. that | -0.01 (0.02) | -0.32

whass/how vs. why -0.03(0.01) | -2.16*
Whaobj VS. how 0.01(0.01) 0.38

Embedded NP Intercept 5.98 (0.04) | 167.80
Spillover Region | whawy/how/why vs. that | -0.03 (0.02) | -1.80
whassi/how vs. why -0.00 (0.03) | -0.07
whaujVs. how 0.01 (0.02) 0.86

Matrix Verb Intercept 5.98 (0.04) | 168.01
Critical Region whaob/how/why vs. that | -0.03 (0.02) -1.81
whaojVs. how/why 0.01 (0.02) 0.76

how vs. why -0.01 (0.02) -0.37

Matrix Verb Intercept 5.77 (0.03) | 221.05
Spillover Region | whayi/how/why vs. that | -0.01 (0.01) -0.63
whawpj VS. how/why 0.03(0.01) | 2.17*
how vs. why 0.01 (0.01) 1.17
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Figure 5. Regionby-region reading time means fromexperiment 2a.

The results revealed that at the embeddedcNiRiren,wha,nj andhowwere read
significantly slower thamvhywhile there was no significant difference betweadro., and

how. There were no significant differences betweadrmn/howwhy vs. thaf. The region

6 We also took one region prior to the critical region as a predictor to check the covariance
between the prior region and tbetical region; the covariance did not affect the results that

much vhan/howvs. why. Estimate=-0.03, SE= 0.01, +1.97).
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after the embedded NP revealed no significant effect. It seemslijpdbes not impact the
reading timeof the RC subject compared to othghPs. The difference betwewainyand
wha/howshows that thesé/hPs are processed differently, in the direction we expected

given the grammatical differences between them, and that readers maintain diffeRant
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Figure 6. Reading times at the embedded NP region ixperiment 2a.
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Figure 7. Reading times at the matrix verb spillover region in
experiment 2a.

At the matrix verb spillover region, howeverha was read signficantly slower
thanwhyandhow, but no differences were observed betwieewandwhy’. Given that
whawpj is an argument of the verbanded andhowis a modifier of the VP, the dependency
length fromwhay;to the verbhanded is longer than the dependency betwbewand the
verb. Thus, the reader releadesvat the point of the VP, and hence the maintenance of

howdoes not affect the reading timat thematrix verb. Our results show increased reading

"We also took one region prior to the critical region (matrix verb spillover region) as a predictor
to check the covariance between the region before the prior region and the crititical region; the

covariance did not affect the resuligh(bj/howvs. why. Estimate: 0.02, SE= 0.01, t=2.20).
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times at the matrix verb favhap, suggesting that integratingha; with the verb is costly

at the point of the matrix verb.

2.9. Maintenance of Different Kinds of WhPs: A SePaced Reading Exgriment 2b

The current study exanmesthe construction wherhowas in the subject position. When

whois in the subject positionMhasun), we expect different complexity effects witthoin

the object positionwWhay). Specifically, at the middle of the relative clauséoy; is

predicted to be read significantly slower th@hasus; andwhy. This is becausehosup; and
whyshould be released from memory as soon as the parser encounters the embedded subject.
Therefore we expect the reading times f@hay; to be significantly slower thawhosusjand

whyat the embedded NP position.

2.9.1. Participants, Materials and Design

For this experimenf 8 Northwestern University students who were native English

speakers with no history of language disorders gave informed consent and participated. In
exchange for their participation, the participants were granted 1 credit necessary for
introductory linguisic classes at Northwestern.

Critical items consisted &4 sentencen the form ofa 1x4 withinsubjects factorial
design, in which different kinds 8/hPs (vhan, whosu;, that, why) were manipulated as
independent factors. A sample set of stimuli imsiarized in Table 159.0 ensure that
participants did not encounter the same types of target items consecutively, items were

distributed in a pseud@ndomized mannem addition to the current experimental items,
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there were 80 filler sentences that involved irrelevant manipuakto the current ose

The experiment took around 30 minutes to complete.

Table 15. Samplestimuli for experiment 2b.

Factors

WhPs Examples

Whaop The father considered who the naive
babysitter that the spunlchildren loved
unexpectedly and benevolently handed the
toys to.

WhOsubj Who considered that the naive babysitter t
the spunky children loved unexpectedly ar
benevolently handed the toys to the
grandma?

that The father considered that the naive

babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

why The father considered why the naive
babysitter that the spunky children loved
unexpectedly and benevolently handed the
toys to the grandma.

2.9.2. Procedure

The same procedusss in Experimen2awas used.

2.9.3. Analysis

A similar analysis was employed as with Experiment 2a. For each region, the
reading times slower than 1200ms were excluded from the analysis. Participants whose
accuracy wabelow 72% were excluded from the analy3ise critical regions included the

embedded NP critical region, and one word following the critical region (embedded NP
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spillover region). The second critical region included the matrix verb critical region, and

the word following the matrix verb critical region (matrix verb spillover region).

2.9.4. Results & Discussion

Regionrtby-region reading times are presented in Fid e graph at the critical region
(embedded NP) in Figure 9, the graph atgpidover region in Figure 10, the graph at the
matrix verb in Figure 11, the matrix verb spillover region in Figure 12, and mixed effect
model outputs are presented in Table 16. Mean accuracy for critical trial comprehension

guestions was 79.0%.

Table 16. Summary of mixed effect model outputs for experiment 2b.

Region Estimate t-value
(SE)
Embedded NP Intercept 5.88 (0.03) | 214.36
Critical Region whawp/how/why vs. that | -0.01 (0.01) | -0.60
whaypj vs. whausfwhy 0.02 (0.01) |2.35*
Whasubj VS. why 0.01(0.01) [1.26
Embedded NP Intercept 5.97 (0.03) |221.18
Spillover Region | whay/how/why vs. that | 0.02(0.01) 1.57
Whaobj VS. wheuw/why 0.02(0.01) |[1.86
Whaosupj VS. why 0.01 (0.01) |0.80
Matrix Verb Intercept 5.88 (0.02) |241.70
Critical Region whap/how/why vs. that | 0.01 (0.01) |1.40
whaypj vs. whausfwhy 0.03(0.01) |2.76*
WhasubjVs. why 0.01 (0.01) [0.92
Matrix Verb Intercept 5.85(0.02) | 275.04
Spillover Region | whayy/how/why vs. that | -0.01 (0.01) | -0.77
Whaob VS. Whausfwhy 0.03(0.01) |3.84*
Whasubj VS. why -0.01 (0.01) |-0.32
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Figure 8: Region-by-region reading time means fromexperiment 2b.

Note that the number of words at the beginning of the sentence differed
according to the condi tThedathsr.constdered e x a mp |
whahow wh y é @hof/liowwhyc ondi ti ons, but OWho con
thewhasup condition.

The results revealed that at the embeddedcNiRiren, whaey wasread
significantly slower thamvhosusjandwhy. At the embedded NP spillover region, a marginal

significance was observed betweem; vs. whasunf/why.
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Figure 9. Reading times at the embedded NP region experiment 2b.
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At the matrix verb spillover region, howevarha,n was read signficantly slower
thanwhyandwhasu. At the matrix verb spillover regiomhaop was read significantly
slower tharwhosupfwhy. This suggests that resolving the dependency is costly with the
highest integration costs farha.n compared tavhosusjandwhy. In fact, at the preverbal
adverbregion 1 benevolently, therewasno sigificant effect, with no differences between

Whaobj VS. Whausfwhy.
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Figure 11: Reading times at the matrix verb inexperiment 2b.
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Figure 12 Reading times at the matrix verb spillover region inexperiment 2b.

2.10. Interim Discussion

These studies are concerned with the storage component of theVuhki@eD formation.
Through online reading experiments and acceptability rating experiments, we showed that
readers maintain the filler in memory where the maintenance cost is highlensnand

how, but not inwhasusjandwhyat the deeply embedded noun. The acceptability rating
experiment revealed thathyis insensitive to negative islands wheréasvis sensitive to
negative islandsThis provides further evidence thahosu,jandwhyform a dependency

with TP. However, some recent studies have suggestedtlgatas two meanings, and the

two different meaningsahyasking for the reason, the reasamy or why r, andwhy

asking for purposehe purposevhy, orwhy p) correspond to two different structures.

Chapman & K ub)saggeastedsthaihy Dserving as a modifier for the
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propositionjs generated high and fosa dependency with TP, bwhy p, serving as a
modifier for VP forms a dependency with VP (see Stepandst&teva 2015, for related
points). We tested whether two differevitys in different syntactic structures give rise to
different acceptability ratings in Q/A pairs: there was a significant differenesbpt
why r andwhy _p with respect to the sensitivity to negative islands.

This created a good testing ground to examine the storage costs for different kinds
of WhPs in a complex domain. We hypothesized that if differenéd@ments are
maintained until their licensors are encountered, and once licensed are released from
memory, different wkelements should lead to different processing costs associated with
wh-phrases with different dependency lengths. In other wans?s should show
processing differences in terms of the storage costs at the embedded NP, as different wh
phrases engage in different dependencies and have different dependency lengths.

We conductedwo online experiments to understand how diffei&thtPs are
maintained in memory and whether they are released from memory once they are licensed
by their licensors. Our first seffaced reading experiment revealed thiat,, andhow
behaved differentlyrbm whyin termsof memory costswhay; andhowwere read
significantly slower thamvhyat the embedded NP position. This suggests thatwhges
licensed by TP, it is released from memory, no longer impacting memory storage costs.
However,wha; andhow need to be kept in memory until they reach the matrix verb, and
hence increase processing complexity. At the matrix verb spillover region, there was a
significantdifference betweewhay; vs. howwhysuggesting increased integration costs
for whaopj atthe matrix verb.

The second experiment showed twaty, behaved differently fromwvhasupjand

why. Given that the dependency length is the key predictor of whether the filler is released
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from memory or not, we showed thahaousjandwhyare released early from memory once
the dependency is formed. At the matrix verb, there was agm#icantdifference
betweerwha; vs. whosubfwhy. As why andwhaosupjare released when TP is recognized,

they do not increase complexity at the middle ofadeterembedded RC. On the other
hand,whanjandhowmust be held in memory until they reach V or VP. This suggests that
an additional open dependency is made with the increased complexity at the middle of the
centerembedded RC.

We argue that the reading time differences at the most deeply embeddeggsét su
the differences of the storage costs for diffel&hitPs. Under theories of processing
complexity where processing complexity is dependent on the number of open
dependencies, we expect the most deeply embedded NP position to have the highest storage
costs. This i s c¢ons SwtacticPrediationLdraliteTheosp®lil) ( 1 9 9 8 ) G
where theNVhFGD formation and the centembedded RC interact in a way that the
storage costs will be the highest at the the most deeply embedded NP position.

In our exampleat the point of the embedded Nfjldren there are different
numbers of open dependencies in éattFGD construction. If we assume that the number
of open dependencies is correlated with processing complexity, then we could argue that
the storage costs farhapjandhoware higher at the embedded NP thdrosusjandwhy.

For whaosujandwhy, there are only two open dependencies waiting to be resolved, namely
the babysitteand the verb as well &dse childrenand the verb. On the othleand, for

whanj andhow, there are three open dependencies, nathelpabysitteand the verbthe
childrenand the verb, andha,pj and the verb andowand VP.

In our online experiments, the reading timeswbry werefaste than other wh

elements at the embedded NP. We assumeavthas located at Spec_CP, forming a
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dependency with TP. Therefore, there are tnwlyopen dependencies that wait to be
resolved athe embedded NP. However,@$h a p ma n & nétes|there can & two
differentwhys, and one of whictwhy p, serves as a modifier for Vidrms a dependency
with VP. If the parser pickahy p, we do not expect any difference in reading times at the
embedded NP. Note that our acceptability rating experiment tested the sensitivity to
negative islands owhy r andwhy p. The results of an acceptability rating experiment in
1d revealed a sensitivity to negative islandsifby p but not towhy g, suggestig that
why p moves from VP area to CP, i.e., forming a dependency with VP. Then wity is
behaving differently from other wphrases likavha/howin online experiments if there
are two differentvhys? We argue thathyis lexically ambiguous betweevhy rand
why p, but the parser picks the shortest dependdnggn byecononic reasons (Gibson,
1998, 2000). This indicates that a dependency betweeredewtent and TP is shorter than
a dependency between a-element and/P. When the parser encounters TP, it picks the
why g, and releases this wihrase from memory. If we assume that the parser chooses the
shortest dependency to reduce memory costs such as TP instead of VP in this case, it
naturally follows why other wiphrases are read slower at the deeply embedded NP than in
why conditions

These results are predicted if WPs are maintained in memory until they are
linked to their licensors, but once linked to their licensors, they are released from memory.
As Frazer (1985) and Gibson & Thomas (1999) suggest, if syntactic nodes are integrated
and semantically combined, these nodes can be forgotten in a complex environment. Note
that the notion of forgetting is different from what Frazier (1985) and Gibson &Thomas
(1999) argue, as forgetting is more similar

Phillips, 2014). According to Frazier (1985) and Gibson & Thomas (1999), forgetting of
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the structure occurs when the memory load is high, in order to reduce the impact on
memory resources. On the other hand, what we suggest is that the parser releases the
structure when the dependency is completed, not only when the memory load is high. These
results are compatible with the findings of Wagers & Phillips (2014) that certain
information is maintained well (e.g., syntactic category information), whereas other
information (e.g., semantic incompatibility) is less likely to be retrieved.

Finally, we would like tadiscusghe parsing mechanismasid possible parsing steps
necessaryo capture the results dfis experimentWe assumed that differewhPs have
different licensors and grammatical properties, whérgis directly inserted in CP and
licensed by TP, whereaghoandhoware licensed by the verb and the VP, respectively.
However, from the perspective of online structure building, CP should already assume the
exi stence of TP and VP due to the selectiona
suggests when CP is entteredit alreadyentails TP and builds the structurelofand
the presence of T entails VR this is the casayhyandhowwhich are licensed by the TP
and VP should show similar processing profdeghey are both released from memory
upon encounting TP. This is because when the parser encounters CP, the parser should be
able to releaswhyandhowfrom memory at the same poiktowever, our data shows that
whyandhoware processed differently in a direction based omsthetural/linear distarec
betweenWhPs and their licensorshe parser should allow for the steywherethere are
parital trees not connected to bigger tréesny caseif we assumehat the parsing takes
place from left to rightthere should be a statike maintenance componerirazier 1987;
Wanner & Maratos, 1978) and that there should be a state whgend TP exist, but VP
does nokxist There are two possible ways to capture these differences in processing

complexity betweemvhyandhowin terms ofparsing. The first way is to assume that the
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parser does not make use of grammatical information (e.g., selectional relation/subcategory
feature). Even if the X6 theory and selectio
structure (i.e., TP entails VRhe parser would not use such information in the structure

building process. An alternative way is to opt for the arc standard left corner parsing where

it allows the partial structures float around without integrating into the existing or bigger

structure. Therefore, although CP and TP exist, TP will not dominatd MB.can be

potentially implemented by assumiXgd cont ext free grammar as we

standard left corner pars@esnik 1992)to explain our experimental data.

2.11. Active vs. Reactivated Fillers

Many of the previous studies of vadependency processing have either adopted the
maintenance view (Fiebaeh al, 2002; Gibson, 1998; Gibson & Warren, 2004; Grodner &
Gibson, 2005; Wagers &hillips, 2014; Wanner & Maratsos, 1978; Warren & Gibson,
2002) or the retrieval view (Lewis & Vasishth, 2005; McElree, 2@0D8 McElree &

Dosher, 1989Nicol et al, 1994; Nicol & Swinney, 1989; Van Dyke, 2007; Viagke &
McElree, 2006). The maintenance and retrieval views are mostly motivated on empirical
grounds. Storage cost effects (Chen et al., 2005; Gibson & Warren, 2004; Nakatani &
Gibson, 2008) and active dependency formatimillips, 2006 Stowe,1986 Traxler and
Pickering,1996), as reviewed earlier, provide motivation for the maintenance view. On the
other hand, it has been shown that many effects attributed to storagarcostead be
understood as retrieval effectgi¢enboimet al.,2015). There are also some findings that
are not compatible with the expectatibased (and storage) theories, such as their difficulty

in predicting particuladistancesffects where facilitation is stronger for modifiers of the
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head of the dependendylicenboim, Loghev, Gattei, & Vasishth, 201&/asishth &
Lewis, 2006). For example2@b) should lead to the facilitation in reading tineessthere

are more materials associated with VP (Vasishth & Lewis, 2006:776).

(200 a. that paper whichthatbey RG s aw very old was. O6éThat

boyssaw was very ol d. o6

b. that paper which that beyRG tableGEN behind fallen saw very old was.
6That paper which that boy saw fallen

(translation of Germato English)

These observations have motivated the retrieval view. We argue that there is a possible
mechanism that incorporates both retrieval and mainter@mponents, which has not been
extensively investigated (Fiebach et al.,, 2002; Wagers & Phillips, 2014). In such a
mechanism, maintained information is easier to access and unmaintained information is less
accessible for retrieval when a gap is recoghizEsome information associated with the

filler is maintained and is less susceptible to decay, we expect iatxbssedasily (Wagers

& Phillips, 2014)8 On the other hand, if some information is susceptible to decay, we expect

8 As an anonymous reviewar Language, Cognition, and Neurosciemented out, Lewis
& Vasishth (2005) suggests that retrieval could occur in such a way that the parser can re
i nstate i nformati on i nto comprehendersd foc

information. In this sense, if information were alreadyonmepr e hender s6 f ocus ¢
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its retrieval tobe more difficult. Another goal of the present study is to uncover the
mechanism working behind both the maintenance and retrieval components by testing what
aspects of a filler are retrieved in different WhFGD constructions: we refer to these as the

reacivatedWhFGD in @1a) and theactiveWhFGD in @1b).°

(21) a Reactivated WAHriller-Gap Dependency
Which mistake in th@rogram/programs ___ willdbdisastrous for the company and

certainly __is/are harmful for everyone involved?

b. ActiveWh-Filler-Gap Dependency
Which mistake in th@rogram/programfkc that will be disastrous for the

company] certainly __is/are harmful for everyone involved?

In (21a), the whfiller must be linked to two gaps in the coordinate structure. When a
sentence like1a) is processed, the wiler is first linked to the gap in the first conjunct.
Before the coordination connectigadis encountered, the first conjunct can be understood

as an independent sentené¢h{ch mistake in the prograswill bedisastrous for the

due to maintenance, there is no need for it to be retrieved. However, following Wagers &
Phillips (2014), we argue that comprehenders discharge some components associated with
the features from focal attention and this mfiation must be retrieved when the verb is
processed.

% Gaps aréndicated by an underscore '__'in a sentence.
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companyy, thus the WhFGD can bresolved and interpreted at the point of the first gap.
However, when the connectiamdis recognized, the whller needs to be reactivated so

that another WhFGD can be formed. This is so because the WhFGDs in the coordination
construction obey grammatical constraints known as the Coordinate Structure Constraint
(CSC) and the Acrosthe-Board (ATB) movement restriction (Ross, 1967). Specifically,
wh-phrases cannot be extracted from only one conjunct in a coordinate structure, as a single
conjunct in the coordinate structure is an island forextnaction (Ross, 1967). However,
Ross (1967) leashown that wAextraction from a conjunct is possible when thephase

Is extracted from all conjuncts. Thus, as shown in an exar2pdg, (f any conjunct in a
coordinate structure contains a gap, then all conjuncts must contain a gap, i.e:, the wh
phrase needs to be extracted in an actbedpoard (ATB) fashionGazdar, Klein, Pullum,

& Sag 1985; Ross, 1967; Williams, 1978). If not, the example is unacceptab®2bas (

shows.

(22) a. Which mistake __ will be disastrofsr the company and certainly ___is

harmful for everyone involved?

b. *Which mistake __ will be disastrous for the company and certtirgy

mistake is harmful for everyone involved?

This suggests that in order to construct a grammatical WhFGD in a coordinated structure,
the parser needs to posit the gap in the second conjunct subsequently to the first conjunct,
and link the whphrase to the gap again in the second conjunct (see Wsagdmdlips,

2009 and Wagers & Phillips, 2014 for related experimental investigations). Thus, it should
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be the case that when the parser encounters the coordinating conmedthe whphrase
must bereactivated(Reactivated Filley.

On the other hand21b) involves a simple WhFGD construction. Although the wh
phrase is modified by a relative clause, thewshb dependency is established only at the
main verb (the second veidiare).!° In (21b), the NP, which is the head of the relative
clause, is liked to the gap within the relative clause. Thus, a {gkgp dependency is
formed. However, unlike in2(a), the first half of the sentence (the-NR and the relative
clausenp Which mistake in thprogram[rc that will be disastrous for the company]]
cannot be understood as an independent sentence. Furthermore, even though the head of the
relative clause is linked to the gap within the relative clause, no WhFGD has been
established at the point of the firg@position: the Wiiiller needs to be linked to the gap
in the matrix clause for proper interpretation. Assuming that the parser engages in active
dependency formation in a case likdlf), we call the wHiller in (21b) theActive Filler.

If, as we hae discussed earlier, active fillers are maintained in memory, then it
means that they are immediately accessible to the parser to use in online structure building.
This means that an active filler should be easier to access, compared to a reactivated fille
at the point of processing the verb. This is because reactivated fillers are released from
memory and need to be retrieved when the gap or the verb is recognized. Thus, detailed
information from reactivated fillers should be harder to access at thegb@irocessing the

verb and completing th&/hFGD.Consider the difference betweetld) and 21b) from

10 Note, the relative head needs to be linked to the embedded verb, but this is not relevant to

the whgapdependency formation in terms of ygestion formation.
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the perspective of online sentence processing1a)( the whphrase is linked to the gap in
the first conjunct, meaning that the \ghp dependency bdeen formed and the wvitler

no longer needs to be maintained. This may mean that tidlevitan be released from
memory and no longer impacts memory resources. Subsequently, when the coordinating
connective is encountered, the-phrase woulcheed ¢ bereactivated. On the other hand,

in (21b), the whphrase must be linked to the gap in the matrix clause directly. Therefore,
the whphrase must be maintained until the gap is encountered. If the element that is
maintained is retrieved mosasily, then we expect that the information associated with

wh-filler in (21b) will be retrieved more easily than ialg).

2.12. How do weApproach Maintenance and Retrieval?

How can one examine maintenance and retrieval differences between active and
reactivated fillers? The current work appeals to the agreement attraction effect, where the
local noun (e.g., a noun other than the head) erroneously licenses agreement (Pearimultter,
Garnsey & Bock, 1999; Wagers et al., 2009, among many others). We us® dhisobe to
examine what aspects of the filler are retrieved.

One of the important features of agreement attraction is that it is sensitive to
grammatical properties of tiseibject NP that triggers the erroneous agreement relation
(Lago, Shalom, SigmariLau, & Phillips, 2015Parker & Phillips, 2017; Tanner, Nicol, &
Brehm, 2014; Wagemst al, 2009). When the number ¢éime head noun and the verb
mismatch, i.e., when grammatical agreement is not establishedhi{e.mistake in the
programs *arg, then a clear interference effect from the local nguadgramsg is typically

present. This facilitation in ungrammatical ddions is often called altlusion of
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Grammaticality(Dillon, Mishler, Sloggett, & Phillips, 2013;ago et al., 2015; Nicol,
Forster, & Veres, 1997; Parker & Phillips, 2017; Pearlmutter et al., T298er, Grey, &
van Hell, 2017; Tanner et a014; Thornton & MacDonald, 2003; Wagers et al., 2009).
When the number of the head noun matches the number of the verb, i.e., when number
agreement is grammatical (e.the mistake in the programg,ishereis typically no
interference observed from the local noun within the modifisvgramg, though

inhibitory effects ar@bserved in some studies (AledFarifla, Meseguer, & Carreiras,
2014;Franck, Vigliocco, AntorMéndez, Collina, & Frauenfelder, 200Bger, Engelmann

& Vasishth, 2017Nicenboim, VasishthiEngelmann, & Suckow, 201@earlmutter et al.,
1999).

These data suggest that wiserojectverb agreement is computed, thaser first
computes the agreement relation between the head noun and the verb, and only when this
fails, the local noun embedded within the modifier phrase is retrieved. In other words, the
initial stage of subjeeterb agreement processing is guided by the grammatical structure of
the subject NP, i.e., the parser identifies the head noun and specifically refers to its number
information, not the number from other nouns embedded within the subject NP (Phillips,
Lau, & Wagers, 201; Kim, Brehm, & Yoshida2019). We use this aspect of agreement
processing to investigate the extent to which the information on the NP is accessed. If only
the category information is maintained and the details about the content of Rased
from the maintenance, then we expect no illusion of grammaticality. On the other hand, if
detailed information about the NP (such as information about the head and the modifier) is
maintained, then we expect an illusion of grammaticality to beepte®Vith thisselective
fallibility aspect of parsingillips, Wagers, & Lau, 2031n mind, let us consider the

processing of active and reactivated fillers.
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If the activefiller is less susceptible to memory decay, and full details about the
wh-filler are maintained, we expect parser to be able to access detailed information about
the filler when the verb is processed. For example?1h)(the whphrase contains category
information (NP), and the representation of the noun he@take andthe modifier
phrases grin the programp. If maintenance of a wphrase leads to easier retrieval, all of
these pieces of information may be retrieved. If this is the case, then an illusion of
grammaticality effect should appear in active filler cortons.

The reactivated filler inA1a), on the other hand, is linked to the gap in the first
conjunct, forming a dependency, meaning that the parser no longer needs to maintain the
wh-filler. Thus, the wHfiller could be released from maintenance. Giveat already
processed elements are susceptible to memory decay (Lewis & Vasishth, 2005; McElree et
al., 2003), it is plausible that less detailed information about the filler will be retrieved at
the second gap position in the second conjunct. WagersIgpPRI{2014) argued that
lexical/semantic information is lost at a long distance. We could ask what other information
i's lost, and specifically whether the filler
the filler is maintained, then the intatrstructure will be more available for the parser and
can lead to an illusion of grammaticality effect. If not, only the category information will be
available. If only the category of the filler is retrieved, this would lead simply to a
grammatical mismah effect without the illusion of grammaticality, and interference from
the local noun regardless of whether the grammatical stmgelstagreement is established.

Specifically, differences in retrieval and maintenance indexed by the illusion of
grammatiality effect are predicted for items involvifgactivated WhFGD formatidthe
filler is linked to the verb once and the Afitter is reactivated later) anfictive WhFGD

formation.
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(23) a. Which mistake irthe program/programsiill be disastrous for the

company and certainly is/are harmful for everyone involve@2g)-

b. Which mistake in th@rogram/programthat will be disastrous for the

company certainly is/are harmful for everyoneolved? (21b)

Both involve a complex wiNP, composed of a head noun modified by a prepositional
phrase (PP) containing another noun. In both, the@hvhse serves as the subject of the

first and second clause. For the subjesrto agreement dependency to be resolved, th

number feature of the verb (i.es/are) in the second clause and the silent gap should agree;
differences in processing at the verb in the second clause inform what is maintained versus
needs reactivation.

If the parser needs to reactivate thefilter again in the second clause, we do not
expect detailed information of the vitiP to be accessible (this includes the internal
structure, including category information and a representation of both the head and the
modifier). Thus, when encountering a npatrerb that mismatches the number feature of
the head noun, we expect a cost in the ungrammatical conditions, without any agreement
attraction.

On the other hand, if information associated with the filler is maintained and thus
not susceptible to decayge expect information about the internal structure to be accessed
more easily. The parser may maintain sufficieitbailed information associated with the
filler, including the representation of both the head and the modifier, until the wh

dependency isompleted. When the parser encounters a matrix verbdesjjthat does
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not license the number feature of the head noun phrasenfestake, the parser could

activate another noun that would fix the number mismatch. Thus, the ungrammatical matrix
verb could be erroneously licensed by the local neagrams,consistent with the typical
agreement attraction effect (Wagers et al., 2009) observed with overt subject noun phrases.
If the wh-NP is sufficiently detailed to enable readers to make use ottk\Vs. nothead
information, an agreement attraction effect is expected, and is predicted to be selective to
ungrammatical conditions. As such, assuming that stronger maintenance leads to easier
retrieval, we expect more detailed information about ther fib be retrieved in2@b)

compared to43a), leading to more agreement attraction &3bj than for 23a).

2.13. Motivation of the StudiegExperiment3, 4, & 5)

To address the question of what content is maintained and accessed at the gap, we directly
compare the differences in agreement attraction between constructions that involve a
relative clause (active filler) and active dependencies based on reactivadictivated

filler). We conducted three acceptability rating experiments accompanied by three self
paced reading experiments.

The first two sets of experimenisxperiment 3 & 4kerve the purpose of
understanding the processing of the WhFGD within coatdhstructures, in order to
approach the question of what is maintained and what motivates the maintenance. The
purpose of the first experiment is to examine what information is retrieved at the gap in the
coordinated structure, testing the hypothesis\tiagers & Phillips (2014) held: in the
reactivated filler constructions (i.e., the WhFGD in a coordinated structure), only-coarse

grained information of the filler is retrieved (e.g., category information). Agreement
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attraction serves as a diagnostictiowhat extent details about the sfiltter are accessible:
If only coarsegrained information such as category is accessible, we expect no agreement
attraction. On the other hand, if detailed information of thdilldr, including the filler's
internal stucture, is accessible, we expect an illusion of grammaticality.

Thesecond experimerfexperiment 4pxamines what motivates the maintenance of
a filler. We compared coordinated structures that involve-&illeh with ones that do not
involve a whfiller. In coordinated structures involving afitter, like (23a), the reader
can recognize that the gap should be inserted in the second conjunct upon encountering the
coordinating connectiv@Vagers & Phillips, 2009 However, when no wklement is
included and when the subject of the sentence is a simple definite NH ke.gnjstake in
the program/programs ___ will be disastrous for the company and certaimgyarmful for
everyone involvedthe presence of the fillgrap dependency is not signal@&tius, the
reader can recognize the movement structure only when the gap in the subject position of
the second conjunct is recognizd&the second experiment shows that there is indeed such a
difference between a wphrase and a definite NPhis suggests #t in whconstructions,
the whiller is reactivated and made more accessible for the parser at the point that the verb
is processed. In other words, the-filler in the coordinated construction is initially
released, but is subsequently reactivated aamidtained again in memory. In the definite
NP construction on the other hand, detailed information about the filler is not maintained,
and thus needs to be retrieved at the verb, making it harder to access and leading to less
agreement attraction and ntugion of grammaticality. We argue that, if both the wh
phrase and the definite NP were retrieved at the second verb position in the same way, then

no such difference should be observed for the illusion of grammaticality effect.
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The aim of the third expenent(experiment 5)s to examine the role of the
maintenance associated with-fitrers. In a reactivated filler, the whap dependency is
completed in the first conjunct, thus, the-filter is released from maintenance in the first

conjunct. The recagtion of the gap in the second clause triggers the retrieval of the wh

element. Assuming that the element released from the maintenance is subject to decay, the

reactivated filler is not immediately accessible for the parser when the second verb is
procesed. On the other hand, in the active filler construction, théll@his maintained in
memory and thus it is immediately accessible for the parser when the second verb is
processed. As a result, the prediction is stronger agreement attraction fdivinélksr

than the reactivated filler, as the active filler is better maintained and likely to result in
easier accessibility of more information about the internal structure, carried over a long

distance.

2.14. WhFGD in aCoordinatedStucture: Experiment 3a: An Acceptability

Rating Experiment

2.14.1.Participants, Materials and Design

Participants were 38 native speakers of English from Northwestern University with no

history of reading disorders. All participants provided informed consent and received credit

(1 credit/45 minutes) in an introductory Linguistics class.

32 critical itemswerearranged in a*2 within-subjects factorial design, in which
Local noun(singular vs. plural) anGrammaticality(grammatical vs. ungrammatical) were
manipulated as independent factors. A sample set of stimuli is summarized inTable 1

Items were ditributed in a pseud@andomized manner toake sure¢hat participants did
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not receive the same type of experimental items sequentially. One experimental item was
excluded from the analysis due to a typographical error. Experimental items were combined
with 98 filler sentences with manipulations irrelevant to the experimental items. The

experiment took around 30 minutes to complete.

Table 17: Samplestimuli for experiment 3.

Factors

Local noun Grammaticality] Examples

Plural Grammatical | Derek recalls which mistake in the
programs will be disastrous for the
company and certainly is harmful for
everyone involved.

Plural Ungrammatical| Derek recalls whicimistake in the
programs will be disastrous for the
company and certainly are harmful for
everyone involved.

Singular Grammatical | Derek recalls which mistake in the progra
will be disastrous for the company and
certainly is harmful for everyone involved
Singular Ungrammatical| Derek recalls which rstake in the program
will be disastrous for the company and
certainly are harmful for everyone involve

2.14.2 Procedure

Stimuli were displayed on a desktop PC using the Linger software pa@kalgee, 2003)

For each stimulus, participants observed only one sentence on the screen until they pressed
the button to move on. After each sentence, they selected a numbered button from 1 to 7,
where lbeingtotally unacceptable and 7 totally acceptable. Four pettgms were

presented before the actual experimental items. Participants were instructed that there were

no right or wrong answers.
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2.14.3.Analysis

Data were analyzed usitag ordinal mixeeeffects modeperformed with th@rdinal

package in R version33(Baayen, 2008; Baayen et al., 2008; Bates e2@l4 Jaeger,

2008) A cumulative logit model was aed instead of the linear model as the linear model
assumes a continuous and unbounded dependent vaEablemodel included simple
difference sunrcoded fixed effects dfocal noun(singular vs. plural; contrast.5 and

0.5) andGrammaticality(grammattal vs. ungrammatical; contras@5 and 0.5) and their
interactionsThe maximal random effects structure justified by the eeda contained in all
models(Barr et al, 2013) including random intercepts for participants and itents a

random slopes for fixed effects where they converged; the random effects that accounted
for the least variance were removed in the case ottnamergence. See model tables for

random effect structures.

2.14.4.Results & Discussion

The quantiles of residualgere relatively small and symmetrical about z@mn: -
3.26, Median: 0.06, Max=2.71ylean acceptability scores are shown in Tdldand in

Figure B, and the ordinal mixed effect model outputs are shown in Ti£ble
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Table 18 Mean acceptability scores for experiment 3a.
(Standard errors are in parentheses)

Factors

Average raw rating
Localnoun | Grammaticality | (SE)

Plural Grammatical 4.54 (0.13)

Plural Ungrammatical| 4.33 (0.11)
Singular Grammatical 4.77 (0.10)
Singular Ungrammatical| 3.99 (0.14)

5.0

—y— Ungrammatical
4.8 1 —— Grammatical

4.6

"

4.0 1

2.8 |
Plural Singular

Figure 13. Mean acceptability scores foexperiment 3a.

Table 19. Summary of fixed effects from the ordinal mixed effect model in
experiment 3a.

Random intercepts were included for subjects and items, as werbjact
intercepts folLocal nounandGrammaticality and an interaction betweéocal
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nounandGrammaticality and byitem intercepts foLocal noun Grammaticality
and an interaction betenLocal noun and Grammaticality

Estimate | SE z p
(Intercept)
Local noun 0.08 0.13 | 0.65 0.51
Grammaticality -0.72 0.26 |-2.74 |<0.01**
Local noun x Grammaticality 0.94 0.24 |3.90 |<0.001™

We observed aignificant main effect olGrammaticalitywhereungrammaticatonditions

were rated significantly less acceptable than grammatiralitions This was qualified by

an interaction betwedrocal nounand Grammaticalitywherethe difference between plural

and singulatocal nouns was larger in ungrammatical conditions. This was further confirmed
by a subset analysis, where the main effettagfal nounwas larger in ungrammaticd ( =
0.52, SE=0.19, z= 2.75, p <0.pthan in grammatical conditionb ( -8.40, SE= 0.15, z=

-2.59, p <0.0) and ungrammatical sentences were rated significantly less acceptable than
grammatical sentencesghis observed illusion of grammaticality provides evidence for the
retrieval ofgrammatical properties, such as informationutibe internal structure such as

the head and the modifier, in reactivated WhFGD construétions

11 As an anonymous reviewérom Language, Cognition, and Neurosciermainted out,
decay shoul have less impact on the offline experiments as readers can look back at the left
context anytime, to remember the content of the antecedent. Our purpose of the offline
experiments was to understand how the availability of the contexts can influeneieigvalr

of different kinds of information.
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2.15. Experiment3b: A SeltPacedReading Experiment

2.15.1.Participants, Materials and Design

Participants were 58 native speakers of English from Nodtane University with no

history of reading disorders. All participants provided informed consent and received credit
(1 credit/ 45 minutes) in an introductory Linguistics class. Seven participants were
excluded due to very low accuracy (<65%) in answegungstions after each stimulus.

The same critical items were used as in ExperirBanttems were distributed in a
pseuderandomized manner to make sure that participants did not receive théypanoé
experimenal items sequentiallyTwo experimental items were excluded from the analysis
due to typographical errors. The experimental items were combined with 96 filler sentences
of similar complexity. Fillers included items related to ambiguity resolution, passive
sentences and locaséivconstructions, all of which are irrelevant to processing either

agreement attraction or coordinate structures.

2.15.2.Procedure

Stimuli were displayed on a desktop PC using the Linger software pagkagée, 2003)

A self-paced woreby-word moving window paradignjJustet al, 1982)was employed.
Participants saw a row of dashes, masking the words in the sentence. Participants pressed the
space bar to proceed to the next sentence. After reading each sentence, they were asked to
answer comprehension questions. Teveer comprehension questions, participants were
asked to press F (yes) or J (no) keys. An example comprehension quedtastise word

stadiummentioned in the storyThey were provided with immediate feedback in terms of



103

their accuracy. Six practiceeiins were given to participants at the beginning of the

experiment. The experiment took each participant abcd630inutes to complete.

2.15.3 Analysis

Data were analyzed using linear mixed effect regression, performed withe#hpackage
in R version 3.2.3Baayen, 2008; Baayen et al., 2008; Bates et al., Zakger, 2008).
Reading times were leggansformed to minimize nenormality (Box & Cox, 198;
Vasishthet al.,2013) and data that fell outside 2.5 standard deviations from the overall
mean for the each region was excluded from the analysis. Tloalorgggionsarethe verb,
and the posverb word comprises spillover region 1, which is then followed by the spill
over region 2The byregion exclusion percentages due to outlier removal were 1.73 %

(verb region), 2.59 % (spillover region 1), and 1.5%ili@ver region 2).

2.15.4 Results & Discussion

Figure1l4 shows regiorby-region reading times, Figufie shows the interaction plot at the
critical region (spillover region 1), and Taldé shows the mixed effect modelitputs

Mean accuracy for critical trial comprehension questions was 78.0%.
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Figure 14. Regionby-region readingtimes for the experiment 3b. The box indicates
the spillover regionharmful.
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Figure 15. Interaction plot for spillover region 1 (harmful).
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Table 20. Summary of results of linear mixed effects models by region iexperiment 3b.

Estimate | SE t p
Verb Regionig/are): by-subject random intercepts and slopedfacal nounand
Grammaticality by-item random intercepts and slopeslfocal nounandGrammaticality
(Intercept) 5.60 0.03 179.07
Local noun -0.02 0.01 -1.22 0.23
Grammaticality -0.02 0.01 -1.40 0.17
Local noun * Grammaticality 0.00 0.02 0.08 0.93

andGrammaicality

Spill-over Region 1Harmful): by-subject random intercepts and slopes.focal noun
Grammaticalityand an interaction betweéwcal nounandGrammaticality by-item random
intercepts and slopes faocal noun Grammaticalityand an interaction betweé&ocal noun

(Intercept)

Local noun

Grammaticality

Local noun * Grammaticality

5.60

-0.02
-0.01
-0.05

0.03
0.01
0.01
0.02

182.99
-1.55
-1.00
-2.05

0.13
0.32
<0.05*

andGrammaticdity.

Spill-over Region 2 fpr): by-subject random intercepts and slopes tavcal noun
Grammaticalityand an interaction betweédrocal nounand Grammaticality by-item random
intercepts and slopes fbocal nounandGrammaticality and an interaction betwekncal noun

(Intercept)

Local noun

Grammaticality

Local noun * Grammaticality

5.62

-0.01
-0.02
-0.02

0.03
0.01
0.01
0.02

185.24
-1.07
-1.50
-0.93

0.29
0.14
0.35

At the spillover region 1? we observed marginal main effeaf Local nourwhereitems

paired with singular local nouns were read significantly slower tti@se with plural local

12 As an anonymous reviewar Language, Cognition, and Neuroscierzes pointed ouft

is possible that the absence of an agreement attraction at the verb might be due to the nature

of the selfpaced reading geriment. It has been well known that in gadiced reading

experiments, the expected effect can be observed in one or two regions after the critical region

(the spillover effect;Vasishth & Lewis 2006). Therefore, it is possible that, even if the
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nouns. We observed ameraction betweehocal nounandGrammaticalitywhere
constructions with singular local nouns were read slower than thosplwigh local nouns

in ungrammatical conditions but no differences were detected in grammatical conditions.
Subset analyses confirmed a main effedtafal noun(b -6.04, SE=0.02, t=2.77, p

<0.01) in ungrammatical conditions, which was absent in gratival conditionsff =

0.01, SE=0.02, t= 0.36" This again shows an illusion of grammaticality effect that
provides evidence for the retrieval of grammatical properties in processing reactivated

WhFGD constructions.

2.15.5.Discussion

We investigated wdit information associated with the filler is retrieved from memory in
resolving reactivated WhFG dependencies. Ungrammatical sentences that included plural

verbs resulted in high acceptability ratings as well as in decreased reading time, in

agreenent attraction effect is caused at the verb region, it would not be observed right on the

verb region but in spHbver regions.

BFollowingananony mous r evVi iekwaguas Cagnitigngand t i o n
Neurosciencewe also examined the region immediately preceding the verb (i.e., the pre

critical region). The results showed a main effedeodmmaticality(b -6.03, SE= 0.01,

t=-2.49, p <0.0% but no main effect dfocalnounb = 0. 00, SE= 0). 01, t=0
as well as no interaction betweleocal nounandGrammaticalityb = 0. 04, SE= 0. 0
t=1.49, p >0.05. This further suggests that the effects we observe are not due to spillover

effects from the prior regions.
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comparison taungrammatical singular verbs, eliciting an illusion of grammaticality similar
to that seen in overt sentences (Lago et al., 2015; Parker et &l. T20her et al., 2014)

This suggests that grammatical information of thefilér is retrieved, includig the
representation regarding the head and the modifileich mistake in the programs

allowing the verb to erroneously agree with the local noun as a last resort. In contrast, if
detailed information associated with thi-filler had not been recovereall

ungrammatical verbs would have been processed similarly, with no amelioration and
reading time facilitation by a local plural noun.

It is possible that rather than a pure maintenance view, it is the presence of the
coordinating connectivandthattriggers the reactivation and maintenance of thdildr
and the active dependency formation. In other words, while retrieval happens at the gap,
how much information is retrieved depends on how accessible the information is. The
agreement attraction apillover region 1 indicates that the grammatical and lexical content
of the whNP are readily reactivated once the verb is processed. However, the lack of
attraction at the verb region suggests that differences between conditions appear after
processingtte verb, and after processing the gap.

Our results are less compatible with the view that only the category information of
the filler is accessible at the verb position. If only the category information were accessible,
we would not expect agreement attiion to be present. The results are compatible with the
view that the whole NP including category information (e.g., NP) and grammatical
information (information about the internal structure; the representation regarding the head

and the modifier) are tieeved, leading to an agreement attraction effect at the verb region.
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2.16. Experiment4a/db: Whfiller vs. Definite NP

Experiment3 showed that readers retrieve detailed category and grammatical information,
including the internal structure of the noun head and its modifier phrase. This led to an
illusion of grammaticality effect. In the current experiment, we compare coordinated

structures that involve a whiller, (24a) with those that do not involve a Jilier, (24b).

(24) a. Which mistake in the program/programs ___ will be disastrous for the

company and certainly___is harmful for everyone involved?

b. The mistake in the pgvam/programs ___ will be disastrous for the company

and certainly___is harmful for everyone involved.

One major difference between the two types of coordinated construction is that the former
involves a wkelement that can signal the presence of ther-ijap dependency prior to

encountering the gag.Therefore, in the wh construction, the presence of the-Ghgr

14 An anonymous reviewen Language, Cognitiorand Neurosciencsuggested thahe
recognition of the gap is not due to grammatical constraints such as the CSC and the ATB
restriction.It could be the case that the readers recognize the presence of the gaje
combination of the coordinatingponectiveand, and an adverb. If the combination of the
coordinating connective and an adverbapd certainly .). helps reactivate the filler, then

our assumption must be weakened, i.e., the reactivation of the filler is not due to the

grammatical constraints. However, as Wagers & Phillips (2009) showed, the gap in the
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dependency is recognized immediately upon encountering tiphmise and thus the

parser can compute any grammatical constraints that epfiie WhFGDs such as CSC

and the ATB restriction. If Wagers and Phillips (2009, 2014) are correct, then this means
that the wHfiller can be reactivated upon encountering the coordinating conneciav©n

the other hand, the definite NP subject (dlge,mistake in the progran)/does not signal

the presence of a fillegap dependency, and thus the coordinating connective should not
reactivate the definite NP subject. As the presence of theddierdependency is

recognized when the gap in the setopnjunct is recognized, the recognition of the gap
and the retrieval of the subject NP in the first conjunct may occur at the same time. The
prediction is that the definite NP subject should not be reactivated by the coordinating
connective. Thus, retwéng a definite NP subject at the gap position in the second conjunct
could be more difficult than retrieving the “ilier, leading to a reduced agreement

attraction effect.

coordinated structure and parasitic gap within an adjunct clause, which is optional, show
different reactivation profiles. Therefore, it is still plausible that ATB/CS(y$h role in
the reactivation of the whiller. As we do not have any evidence to distinguish the two

hypotheses, we would like to leave this point open at this point.
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2.17. Experiment4a: An Acceptability Ratingexperiment

2.17.1 Participants, Magrials and Design

Participants were 39 native speakers of English from Northwestern University with no
history of language disorders. All participants provided informed consent and received
credit (1 credit/ 45 minutes) in an introductory Linguistics class

32 critical items werarranged in a*?22x2 within-subjects factorial design, in which
Local noun(singular vs. plural)iGrammaticality(grammatical vs. ungrammatical) and
Filler type (the definite NP vs. wifiller) were manipulated as independent factors. A
sample set of stimuli is summarized in Table Items were distributed in a pseddo
randomized manner toake surehat participants did not receive the same type of
experimentaitemssequentially. The experimental items were combined with 56 filler
sentences, with manipulations irrelevant to the current experiment. The experiment took

around 30 minutes to complete.

Table 21. Sample stimuli for experiment 4.

Factors

Local noun | Grammaticality | Filler type Examples

Plural Grammatical The Definite NP| The mistake in the programs will be
disastrous for the company and certainly
harmful for everyone involved.

Plural Ungrammatical | TheDefinite NP | The mistake in the programs will be

are harmful for everyone involved.
Singular Grammatical The Definite NP| The mistake in the program will be

harmful foreveryone involved.
Singular Ungrammatical | The Definite NP| The mistake in the program will be

are harmful for everyone involved.

disastrous for the company and certainly

disastrous for the company and certainly

disastrous for the company and certainly




Plural

Plural

Singular

Singular

Grammatical

Ungrammatical

Grammatical

Ungrammatical

Wh-Filler

Wh-Filler

Wh-Filler

Wh-Filler
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Which mistake in the programs will be
disastrous for the company and certainly
harmful for everyone involved?

Which mistake in the programs will be
disastrous for the company and certainly
are harmful for everyone involved?
Which mistake in the program will be
disastrous for the company and certainly
harmful for everyone involved?

Which mistake in the program will be
disastrous for the company and certainly
areharmful for everyae involved?

2.17.2.Procedure

The similar procedure was employed as with Experirant

2.17.3 Analysis

A similar analysis was employed as in ExperinfentEach model included simple

difference surrcoded fixed effects dfocal noun(singular vs. plural; contrast6.5 and

0.5), Grammaticality(grammatical vs. ungrammatical; contra$t$ and 0.5)Filler type

(the definite NP vs. wiiiller; contrasts 0.2nd-0.5) and their interactionghe maximal

random effects structure justified by the dates contained in all mode(Barr et al.,

2013) including random intercepts for participants and items and random slopes for fixed

effects where they converged; the random effects that accounted for the least variance were

removed in the case of n@onvergence. See model tables for random effect structures.

2.17.4.Results & Discussion

The quantiles of residualgere relatively small and symmetrical about z@viin: -3.40,
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Median:-0.04, Max=3.68)Mean acceptability scores are shown in Figl@and Table22,

and ordinal mixed effect model outputs are shown in TaRle

5] 6
—7— Ungrammatical, Singular
—w— Ungrammatical, Plural
5 1 5 -
g
E 4 4 i 4
3 - 34
—J— Grammatical, Singular
—8— Grammatical, Plural
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Figure 16. Mean acceptability scores foexperiment 4a.

Table 22. Mean acceptability scores foexperiment 4a.
(Standard errors are in parentheses)
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Factors

Local noun | Grammaticality | Filler type Mean raw rating (SE)
Plural Grammatical 'Il\'lr;)e Definite 4.81 (0.14)

Plural Ungrammatical 'Il\'lkllje Definite 3.82 (0.16)

Singular Grammatical -Il\-er]De Definite 4.90 (0.12)

Singular Ungrammatical 'Il\'lr;)e Definite 3.31 (0.16)

Plural Grammatical Whtiller 4.33 (0.14)

Plural Ungrammatical| WhHfiller 3.81 (0.13)

Singular Grammatical Whtiller 4.47 (0.14)

Singular Ungrammatical| Whfiller 3.34 (0.15)

Table 23. Summary of fixed effects from the ordinal mixed effect model in
experiment 4a.

Random intercepts were included for subjects and items, as wsdbjact
intercepts forLocal noun,Grammaticality and Filler type, and byitem
intercepts fot.ocal noun Grammaticality andFiller type.

Estimate| SE z p
(Intercept)
Local noun 0.27 0.11 |2.47 <0.05*
Grammaticality -1.74 0.32 |-5.37 |<0.001"
Filler type 0.34 0.12 |294 |<o0.00"
Local nounx Grammaticality 0.92 0.21 |4.39 |<0.001"
Grammaticalityx Filler type -0.63 0.21 |-3.04 |<0.”
Local nounx Filler type 0.12 0.21 | 0.56 0.57
Local nounx Grammaticalityx Filler type 0.17 0.41 |0.42 0.67

Local noun Grammaticality andFiller type were all significant as main effecidle found
amain effect ofLocal nounwhereitemspairedwith singular locahouns were rated lower
than those with plural local nounid/e found amain effect oiGrammaticalitywhere
ungrammatical items were rated as significantly less acceptabléhthencontaining

grammatical ones. Finally, a main effectrfer type was observed, such that items with
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the whiller were rated as significantly less acceptable than those comgdiherdefinite
NP.

We observed aimteraction betweehocal nounandGrammaticalitywhere
constructions with singular local nouwere rated less acceptable than thas#aining
plural local nounsin the ungrammatical conditions only. This was furthesported by
subset analyses which confirmed a main effettoafdl noun( b = 0. 71, SE= 0. 18,
p <0.001) in ungrammatical conditions but not in grammatical conditions®.19, SE=
0.15, z=-1.29, p >0.0%. An interaction betweehiller type andGrammaticalitywas also
observed such that Definite Niter types were judged to be significanttporeacceptable
than Whfiller typesin grammatical sentences only. This was confirmed with a subset
analysis that revealed a main effectdfertype(p = 0. 70, SE= 0)ih8, z= 3
grammatical conditions only. There were no interactions observed betweaimounand
Filler type or betweerocal noun Filler type, andGrammaticality

The pattern of increased acceptability for ungrammatical verbs following local
plural nouns regardless of filler type indicates an illusion of grammaticality: ungrammatical
definite NPs and WA illers are considered equally acceptable in offline ratings, despite the

increase in acceptability for grammatical definite NPs overRillars.

2.18. Experiment4b: A Sel-PacedReading Experiment

2.18.1.Patrticipants, Materials and Design

Participants wee 81 native speakers of English from Northwestern University with no
history of language disorders. All participants provided informed consent and received

credit (1 credit/ 45 minutes) in an introductory Linguistics class. Six subjects were excluded
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dueto their very low accuracy in answering comprehension questions about the sentences
(<70%).

32 critical items werarranged in a*?22x2 within-subjects factorial design, in which
Local noun(singular vs. plural; contrasts 0.5 a#d5), Grammaticality(grammatical vs.
ungrammatical; contrast®.5 and 0.5) an#iller type (wh-filler vs. definite NP; contrasts
0.5 and-0.5) were manipulated as independent factors. Iltems were distributedendep
randomized manner toake surehat participants did naeceivethe same type of
experimental items sequentialljhe experimental items were combined with 56 filler

sentences irrelevant to the current experiment.

2.18.2.Procedure

A similar procedre was employed as with Experimeihi

2.18.3 Analysis

The same factors and contrasts were used as in Expedmeértte rest of the analysis
mirrored Experimen8b, with the critical regions of the verb, thestverb word(spillover
region 1) and oneord after the spill over region 1 (spillover region 2). Thedyion
exclusion percentages due to outlier removalef.43 % (verb region), 1.89 % (spillover

region 1), and 1.74% (spillover region 2).

2.18.4 Results & Discussion

Regionby-region reading times for ungrammatical conditions are presented in Eigure

the grammatical conditions presented in FiglBgthe interaction plot at the critical region
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in Figurel9, and mixed effect model outputs are presented in Tzablglean accuracy for

critical trial comprehension questions was 83.0%.

6.1

—— Ungrammalical, The Definite NP, Singular
—%— Ungrammatical, The Definite NP, Plural
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Figure 17. Regionby-region reading times forexperiment 4b ungrammatical
conditions. The box indicates the verb regiois/are
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Figure 18. Regionby-region reading times forexperiment 4b grammatical conditions.
The box indicates the verb regions/are
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Figure 19. Interaction plot for critical verb region (is/are).

Table 24. Summary of results of linear mixed effects models by region in
experiment 4b.

Estimate | SE t p

Verb Region (s/are): by-subject random intercepts and sloped.fatal noun Filler type and
Grammaticality by-item random intercepts and slopeslfocal noun Filler type and
Grammaticality

(Intercept) 5.68 0.03 197.87

Local noun 0.00 0.01 0.25 0.80
Grammaticality -0.02 0.01 -2.21 <0.05*
Filler type 0.01 0.01 1.16 0.25
Local nounx Grammaticality -0.04 0.02 -2.18 <0.05*
Grammaticalityx Filler type -0.01 0.02 -0.32 0.75
Local nounx Filler type 0.01 0.02 0.58 0.57
Local nounx Grammaticalityx Filler type | 0.04 0.03 1.13 0.26

Verb Spill-over Region 1 fiarmful): by-subject random intercepts and sloped.facal noun
Filler type andGrammaticality by-item random intercepts and slopeslfocal noun Filler
typeandGrammaticality

(Intercept) 5.66 0.03 200.71
Local noun 0.01 0.01 0.94 0.55
Grammaticality -0.00 0.01 -0.10 0.99
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Filler type 0.02 0.01 1.64 0.19
Local nounx Grammaticality -0.01 0.02 -0.29 0.38
Grammaticalityx Filler type -0.03 0.02 -2.02 <0.05*
Local nounx Filler type 0.02 0.02 1.32 0.23
Local nounx Grammaticalityx Filler type | -0.04 0.03 -1.06 0.44

Verb Spill-over Region 2 for): by-subject random intercepts and slopedfacal noun Filler
typeandGrammaticality and byitem random intercepts and slopeslfocal noun Filler type
andGrammaticality and an interaction betwe@&rammaticalityandFiller type.

(Intercept) 5.68 0.03 207.98

Local noun 0.01 0.01 0.55 0.58
Grammaticality -0.01 0.01 -1.18 0.24
Filler type 0.00 0.01 0.13 0.9
Local nounx Grammaticality -0.04 0.02 -2.27 <0.05*
Grammaticalityx Filler type 0.00 0.02 0.07 0.94
Local nounx Filler type 0.03 0.02 1.75 0.08
Local nounx Grammaticalityx Filler type | -0.00 0.03 -0.08 0.93

At the verb regionwe founda main effect olGrammaticalitywheregrammatical
constructions were read slower than the ungrammatical constructions. This was driven by
the critical interaction betwedrocal nounandGrammaticality A planned subset analysis
showed that this interaction betwdsarcal nounandGrammaticaliy was significant only
in the whiller NP (b -6.06, SE= 0.02, t=2.33, p<0.05 but not in the definite NFb( -=
0.02, SE=0.03, t=0.77, p>0.03, indicating that the illusion of grammaticality was at least
numerically driven by the reactivated il er conditions, although the threeay
interaction failed to reach significance.

At the spillover region 1, an interaction between@mammaticalityand theFiller
typewas observed such that the differences between the definite NP andfiierwtere
larger in grammatical conditons( = 0. 03, SE= 0),irditatingthatthe . 6 0, p <
definite NP was read significantly slower than thefillar in grammatical conditions.

At the spillover region Ayve observed theritical interaction betweebocal noun

andGrammaticalitywherethe differences between plutatal nounsand singulatocal
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nounswere larger in the grammatical conditions. A subset analysis confirmed that this was

carried by a marginal main effectlofbcal nounin grammatical conditiond( = 0. 03, SE-=
0.01, t=1.83. A marginal interaction betweercal nounandFiller typewas also

observed. Further subset analysis revealed no main effectaf nounin the whfiller (b

= -0.01, SE=0.02, t=-0.52 but a marginal main effect afocal nounin the definite NP f§

= 0.02, SE=0.01, t=1.63. This indicates that the singular local noun was read faster than

the plural local noun in the definite NP.

2.18.5.Discussion

In this experiment, we tested whether coordination leadslR$and definite NPs to be
reactivated similarly at the gap (the verb) in the second conjunct. Although thevtdyee
interaction did not reach significance, the results of the planned subsstisaad
compatible with the idea that attraction was reduced for definite conditions relative to wh
fillers, suggesting that details about the grammatical information of the definite NP might
not be retrieved at the verb. Assuming that this is correcarguee that these differences in
attraction are due to differences in how these two kinds of fillers are processed. While the
wh-filler should be reactivated at the coordinating connective and put into maintenance
again, this should not occur for the dé@BnNP. This can be understood by considering the
time-course of processing the verb in the second conjunct.

In the definite NP condition, when the reader encounters the coordinating
connectiveand the parser may expect a clausal conjunct which invaresvert subject
and a verb, or another NP, due to the local attachment bias (Staub &,Qlf@&). If so,

when the parser encounters the verb, the parser needs to abandon this expected structure
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and build a structure with a subject gap. Because thes gegqt expected upon encountering
the coordinate structure, the parser could posit a gap only after the fupttewidence (the
verb) is encountered leading to a reanalysis. In other words, in definite NP sentences, the
definite NP itself does not signdle presence of a fillegap dependency and the
coordinatinganddoes not provide a cue to actively complete the dependency: the parser
does not maintain the definite NP subject. The lack of a significant illusion of
grammaticality in the definite NP coniits is plausibly due to the fact that the information
associated with the definite NP was not maintained and thus is subject to memory decay. At
the same time, this may be dudhe reanalysis difficulty that we have mentioned above. In
other words, theeanalysis processes and the reactivation might happen at the same point
(at the verb), and thus we may not be able to observe the effect of reactivation or the
reanalysis effect could hide the reactivation effect.

In contrast, the presence of a significarteraction indicating the illusion of
grammaticality in the willer conditions suggests that the detailed information from the
wh-filler was readily accessible at the second verb position. This observation leads to the
following conclusions. First, is possibly the case that grammatical constraints such as
ATB movement restriction and CSC in the coordinate structures could lead the parser to the
formation of the wkdependencies in the second conjunct. If the parser is sensitive to the
ATB restrictiors, upon encountering the coordinating connecting the parser would be
sensitive to the constraints on WhFGD formation in the context of coordinate structures,
such as CSC and the ATB restrictipghlagers & Phillips, 2009)These constraints lead to
actively searching for the gap in the second conjunct (Wagers & Phillips, 2009, 2014),
which could lead to the more robust illusion of grammaticality effect in thél\ah

condition.
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Assuming that there is a genuine processing difference between-tensthuction
and the definite NP construction, then this suggests that the combination offilerwh
and the coordinate structure is crucial. This means either that thdernshould be
affected by the presence of the coordinating connective ohthardcessing of the wh
construction does not involve the reanalysis process that would mask the illusion of
grammaticality effect. If the lack of the illusion of grammaticality effect in the definite NP
constructions is due to a lack of reactivation ef definite NP, then the presence of the
illusion effect in the wHiller construction should be due to the reactivation of thefilidr
by the coordinating connective. On the other hand, if the lack of the illusion effect in the
definite NP constructiorsidue to reanalysis (the parser initially expected arcdiffunct
after the coordinated connective and had to change the structure to the clausal conjunct with
a gap), then, in the whiller construction, such reanalysis process should not have taken
place We contend that the reanalysis hypothesis predicts that the adverb or the verb in the
second conjunct should be read slower in the definite NP conditions than in tfiéWh
conditions because the adverb or the verb disambiguate the structure diodetiegger
reanalysis. As has been long known, reanalysis incurs a processing cost (Schneider &
Phillips, 2001;Sturt, Pickering, Scheepers, & Crocker, 200herefore, if reanalysis takes
place in the definite NP conditions, maskihg tigreement attraction effect, then we expect
slower reading of the verb and/or the adverb in the second conjunct in the definite NP
conditions than in the Wfiller conditions. In our data, this effect was not observed, and
there was no main effect fifler typein either region (Adverth -6.00, SE=0.01, t=-
0.36,p>0.05; Verbb = 0. 0.1, t=136&p>0.05). This suggests against the
reanalysis hypothesis. Therefore, we conclude that it is more likely that thbrage is

reactivated at theoninective position and put into maintenance again.
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In contrast to the pattern observed in the online data, note that in the offline rating
experiment (Experimerta), we observed clear evidence for agreement attraction in the
definite NP as well as theh-filler conditions. We argue that this discrepancy may arise
from the availability of the contexts for the offline rating experiment: readers had more
time to go back and read the first conjunct in the rating experiment, leading to an agreement
attractioneffects. For the online experiment (Experiméio), we argue that the parser
recognizes these grammatical constraints intiesd, leading to an expectation of the
upcoming gap position upon encountering the coordinating connective, and actively linking
the whtiller and the subsequent gap qi¥#agers & Phillips, 2009)Thus, when the reader
encounters the connective and the verb sequence, the parser could readily reactivate the wh
filler and the whfiller is maintained. If some information about thésfilis more accessible
and less susceptible to decay, we expect information to be retrieved easily (Wagers &
Phillips, 2014). Thus, reactivation at the coordinating could suggest that the parser
retrieves detailed information at the verb. This couddi I retrieval of fingrained
information at the gap, such that the plural local noun is read faster than the singular local
noun in ungrammatical conditions.

Another possibility for the differences between the retrieval of the definite NP and
the whtiller is that they could behave differently in terms of encoding-Wehds could be
intrinsically more prominent than the definite NP because they have special morphology,
function and semantics (Jagaral.,2017). Although thiss indeed a possibility, we have to

note that it is difficult to distinguish the effects of prominence from maintenance.
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2.19. Experiment5a/sbh: Active Filler vs. Reactivated Filler

The results of the previous experiments showedrézativation of fillers could not be the
sole cause of agreement attraction. In this experiment, we ask how active versus reactivated
wh-fillers may differ in processing. We compare how the information retrieved at the

matrix verb {s/are) could differ bychanging the dependency configuration a8).t>

(25 a. Which mistake in the program/programs will be disastrous focdhgany

and certainly is harmful for everyone involved?21&)

15 As an anonymous reviewar Language, Cognition, and Neurosciempmented out, there

is an alternative explanation for Experimérihat would not rely on the reactivated vs.

active distinction, but rather, on differences in-based retrieval. In2(b), the attachment

site of the RC is actually ambiguous, such that will be disastroscould modify either
mistakeor program(s) If readers prefer to attach the RC lowptogram(s) then

according to cudased retrieval this noun phrase will be reactivated, rendering it more
active in memory. This would yield stronger attraction rateéseamain verbi¢/are), since

the local noun will have higher activation (and thus interfere mor@hy) than in 21a).
However, if the attachment of RC modulates the accessibility of the lower noun, we also
predict a similaritybased interference effect. In other words, the local noun should be more
accessible acrodbe-board and thus should give rise to an interfeeesffect whether the
agreement is grammatical or ungrammatical. This should not predict the illusion of
grammaticality we observed, but rather an agreement attraction effect in both grammatical

and ungrammatical conditions.
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b. Which mistake in the program/programs that will be disastrous for the

company certainly is harmful for everyone involved21(

As we noted earlier2ba) involves the parser ptisg a gap in the second conjunct
subsequent to the first conjunct, dmdking the whphrase to the gap in the second
conjunct. This indicates that when the parser encounters the coordinating coraregtive
the whphrase must be reactivated. If the release from maintenance is subsequently
followed by retrieval of decayedformation, then we expect that the sfther will not be
immediately accessible for the parser. This would suggest weaker agreement attraction.
Conversely, 25b) involves an active filler where the viiller needs to be maintained until
the matrix verb irorder to resolve the dependency. If the parser could avoid the release
from maintenance, we expect that detailed information associated with thi&wvill be

accessible for the parser, leading to stronger agreement attract@b)in (

2.20. Experiment 5a: An Acceptability Ratingexperiment

2.20.1.Participants, Materials and Design

Participants were 43 native speakers of English from Northwestern University with no
history of language disorders. All participants provided informed consent and received
credit (1 credit/ 45 minutes) in an introductory Linguistics class.

32critical items werarranged in a*2x2 within-subjects factorial design, in which
Local noun(singular vs. plural) anGrammaticality(grammatical vs. ungrammatical) and
Dependency typ@ctive Filler vs. Reactivated Filler) were manipulated as independent

factors. A sample set of stimuli is summarized in T&3dtems were distributed in a
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pseuderandomized manner toake surghat participants dichot receive the same type of
experimentaitemssequentially. The experimental items were combined with 64 filler
sentences, irrelevant to the current experiment. The experiment took around 30 minutes to
complete.

Table 25. Samplestimuli for the experiment 5.

Factors

Local noun | Grammaticality | Dependency type| Examples

Plural Grammatical Active Filler Which mistake in the programs that wi
be disastrous for the company certainl
is harmful for everyonavolved?

Plural Ungrammatical | Active Filler Which mistake in the programs that w
be disastrous for the company certai
are harmful for everyone involved?
Singular Grammatical Active Filler Which mistake in the program that will
bedisastrous for the company certainly
is harmful for everyone involved?
Singular Ungrammatical | Active Filler Which mistake in the program that will
disastrous for the company certainly i
harmful for everyone involved?

Plural Grammatical Reactivated Filler| Which mistake in the programs will be
disastrous for the company and certair
is harmful for everyone involved?
Plural Ungrammatical | Reactivated Filler| Which mistake in the programs will be
disastrous for the company acertainly
are harmful for everyone involved?
Singular Grammatical Reactivated Filler| Which mistake in the program will be
disastrous for the company and certair
is harmful for everyone involved?
Singular Ungrammatical | Reactivated Filler| Which mistake in the program will be
disastrous for the company and certair,
are harmful for everyone involved?

2.20.2.Procedure

A similar procedure was employed as in Experingant

2.20.3 Analysis

The same analysis was employed as Experil@e&nEach model included simple difference
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sumcoded fixed effects dfocal noun(singular vs. plural; contrast€).5 and 0.5),
Grammaticality(grammatical vs. ungrammatical; contras@s5 and 0.5)Dependencyype

(active filler vs. reactivated filler; contrasts: 0.5 aidb) and their interaction¥he

maximal random effects structure justified by the aeda contained in all mode(Barr et

al., 2013) including random intercepts foagicipants and items and random slopes for

fixed effects where they converged; the random effects that accounted for the least variance
were removed in the case of roonvergence. See model tables for random effect

structures.

2.20.4.Results & Discussio

The quantiles of residualgere relatively small and symmetrical about z@vin: -3.06,
Median:-0.01, Max=3.55). Mean acceptability scores are shown in P&ded Figure20,

and ordinal mixed effect model outputs are shown in Tahle

Table 26. Mean acceptability ratings from experiment 5.

Factors

Local noun | Grammaticality | Dependency type| Mean raw rating (SE)
Plural Grammatical Active Filler 3.71 (0.15)

Plural Ungrammatical | Active Filler 3.24 (0.10)

Singular Grammatical Active Filler 3.71 (0.12)

Singular Ungrammatical| Active Filler 2.81(0.11)

Plural Grammatical Reactivated Filler| 4.37 (0.14)

Plural Ungrammatical| Reactivated Filler| 3.73 (012)

Singular Grammatical Reactivated Filler| 4.39 (0.14)

Singular Ungrammatical| Reactivated Filler| 3.19 (0.14)




Rating

5] 5]
—7— Ungrammatical, Singular
—w— Ungrammatical, Plural
5 54
4 4
3 /§ 3
—O— Grammatical, Singular
—&— Grammatical, Plural
2 T T 2 T T
e cillet .o ENET Fiet
R Reaﬂ"r"”‘awd Rt Reaﬂ‘-""aﬁd

Figure 20. Mean acceptability scores foexperiment 5a.
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Table 27. Summary of fixed effects from the ordinal mixed effect model ir

experiment 5a.

Random intercepts were included for subjects and items, as wesubj@ct intercept:
for Local noun and Grammaticality and byitem intercepts forLocal nounand

Grammaticality

Estimate | SE z p
(Intercept)
Local noun 0.37 0.15 | 2.47 <0.05*
Grammaticality -0.40 0.30 |-4.65 |<0.001"
Dependency type -0.87 0.07 |-11.84 | <0.001"
Local nounx Grammaticality 0.72 0.14 |[5.02 |<0.001"
Grammaticalityx Dependency type | 0.42 0.14 (291 |<o0.0T
Local nounx Dependency type -0.01 0.14 |-0.07 |0.95
Local nounx Grammaticalityx -0.38 0.29 |-1.34 |0.18
Dependency type
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Main effects of all three factors were observed. We observeairaeffect ofLocal noun
whereitems with singular local nouns were rated lower ttherse containing plural local
nouns We observed a main effeat Grammaticalitywhereungrammatical items were
rated significantly less acceptable thhase containingrammatical ones. Finally, a main
effect ofDependency typeas observed such that items with active Fillers were rated
significantly less acceptable than those contaitiiegeactivated Fillers.

We foundan interaction betwedrocal nounandGrammaticalitywhereitems
containing singular local nouns were rated less acceptable tharctimbamingplural local
nouns in ungrammatical conditions, but the same in grammadgoditions. This was
further supported by a main effectlafcalnounb = 0. 67, SE= 0.)10, z= 6
and a main effect dbependency typ -6.63, SE=0.10, z6.10, p <0.00)in
ungrammatical but not grammatical conditions. This indicatekusion of grammaticality
effect consistent with agreement attraction.

However, an interaction betweBependency typandGrammaticalitywas also
observed such that the differences between the active filler and reactivated filler were larger
in grammatial sentencedH( -%.21, SE=0.31, z:3.98, p <0.00) than in ungrammatical
sentences( -6.54, SE=0.25, z=2.14, p <0.0%, suggesting that when considered in light
of the grammatical sentence baseline, reactivated filler sentences elicit relatively mor
agreement attraction, with a reduced difference between the grammatical and
ungrammatical plural conditions in the active filler (M = 0.47) than the reactivated filler
conditions (M= 0.64)ltemscontaining singular local nouns were judged less acceptabl
than those containing plural local nouns in the Reactivated Filler condition{ 0. 3 6, SE=

0.16, z= 2.18, p<0.0K as well as, marginally, in the Active Filler conditidn ( = 0. 3 4, SE=
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0.19, z= 1.74, p=0.08 Finally, the threavay interaction betweelnocal noun Filler type,
andGrammaticalitydid not reach significance

In combination, these results show evidence for attraction in an offline measure for
both active and reactivated villers. The results are consistent with the idea that the
differene between the two types of filler was stronger in ungrammatical than grammatical

conditions.

2.21. Experiment5b: A SeltPacedReading Experiment

2.21.1.Participants, Materials and Design

Participants were 76 native speakers of English from Northwestern University with no
history of language disorders. All participants provided informed consent and received
credit (1 credit/ 45 minutes) in an introductory Linguistics class.

Critical itemswere similar to Experiment 3a. Items were distributed in a pseudo
randomized manner toake sure¢hat participants did not receitlee same type of
experimentaitemssequentially. The experimental items were combined with 64 filler

sentences of similaromplexity. The experiment took around 30 minutes to complete.

2.21.2.Procedure

A similar procedure was employed as with Experingint

2.21.3.Analysis

Factors are as described in Experiment 3a. The analysis was conducted as described in

Experiment3a. The byregion exclusion percentages due to outlier remoeaé:52 %
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(verb region), 3.25 % (spillover region 1), and 2.88 % (spillover region 2).

2.21.4.Results & Discussion

Regionby-region reading times for Active Filler conditions are presentedgaréR1, the
Reactivated Filler conditions are presented in Fi@zreind interaction plots for spillover
regions 1 and 2 are presented in FigzBand24 respectively. Mixed effect model outputs

are presented in TabB8. Mean accuracy for critical tli@omprehension questions was

84.0%.
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Figure 21. The regionby-region reading times forexperiment 5b Active Filler
conditions. The box indicates the spillover region lharmful.
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Figure 24. Interaction plot for spillover region 2 (for).

Table 28. Summary of results of linear mixed effects models by region iexperiment 5b.

Estimate | SE t p
Verb Region (s/are): by-subject random intercepts and slopesGoaimmaticalityand
Dependency typdy-item random intercepts and slopesB@pendency type
(Intercept) 5.74 0.03 214.49
Local noun 0.02 0.01 1.81 0.07
Grammaticality 0.00 0.01 0.41 0.68
Dependency type 0.03 0.01 2.38 <0.05*
Local nounx Grammaticality -0.02 0.02 -1.31 0.19
Grammaticalityx Dependency type 0.04 0.02 2.18 <0.05*
Local nounx Dependency type -0.01 0.02 -0.31 0.76
Local nounx Grammaticalityx 0.00 0.03 0.15 0.88
Dependency type

Verb Spill-over Region 1 hlarmful): by-item random intercepts and slopesB@pendency
type

(Intercept) 5.72 0.02 231.31
Local noun -0.00 0.01 -0.26 0.79
Grammaticality 0.03 0.01 3.49 <

0.001***
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Dependency type 0.01 0.01 0.66 0.51
Local nounx Grammaticality -0.04 0.02 -2.54 <0.05*
Grammaticalityx Dependency type 0.01 0.02 0.70 0.49
Local nounx Dependency type -0.02 0.02 -1.39 0.17
Local nounx Grammaticalityx -0.07 0.03 -2.02 <0.05*
Dependency type

Verb Spill-over Region 2 for): by-subject random intercepts and slopedfacal noun
Dependency typandGrammaticality by-item random intercepts and slopesliocal noun
andDependency type

(Intercept) 5.74 0.02 236.94

Local noun 0.00 0.01 0.29 0.77
Grammaticality 0.02 0.01 2.40 < 0.05*
Dependency type 0.03 0.01 2.87 < 0.01*
Local nounx Grammaticality -0.04 0.02 -2.24 <0.05*
Grammaticalityx Dependency type 0.02 0.02 1.41 0.16
Local nounx Dependency type -0.00 0.02 -0.06 0.95
Local nounx Grammaticalityx 0.02 0.03 0.60 0.55
Dependency type

At the verb region, a main effect Dependency typeas observed such that items
with the active filler were read significantly slower than those containing the reactivated
filler.

At the spillover region lwe observed main effect olGrammaticalitywhere
ungrammatical sentences were read significasttiwer thartheirgrammatical
counterpartsThis was qualified by amteraction betwee@GrammaticalityandLocal noun
and an interaction betwe&rammaticality, Local noyrandDependency typé&urther
subset analysis suggest that these differencesdsigen by the active filler dependency
condition, which showed a significant main effecGsBmmaticalityb = 0. 0 4, SE= 0.
t= 2.70,p<0.05 and an interaction betwe&ncal nounandGrammaticality(b -6.08,
SE=0.02, t=-3.18,p<0.01). In contrastfor the reactivated filler, there was a marginal
main effect olGrammaticalityb = 0. 0 2, S Ebut n6 sigbificant interactibn 8 4

betweerLocal nounandGrammaticality(b -6.01, SE= 0.02, t=0.41, p>0.0%. This
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indicates more agreement attraction for active versus reactivatétienshat the spillover
region 1. Importantly, we founah interaction betwedrmcal nounandDependency type
the ungrammatical conditiorfp  -8.06, SE= 0.03, t=2.21, p<0.0% butnot in
grammatical conditionh = 0. 01, SE= 0.02, t= 0.46, p>0.
At the spillover region Ayve foundthe critical interaction betwedrocal nounand
Grammaticalitywherethe differences between plural and singular local nouns were larger
in the ungrammatical conditions than in the grammatical conditions. We also report the
reading times at the adverb and at the verb. At the adverb and the verb, there was a main
effect ofDependency typeauch that active fillers were read significantly slower than the
reactivated fillers (Adverth = 0. Q.@2,t=8%E¥erbb = 0. 0.8, t= SE=

2.38).

2.21.5 Discussion

The current experiment addresses the question of differertesen wkHillers that are
linked to the gap in the matrix clause verb directly (active filler) versusllers linked to
the gap in the first conjunct and subsequently reactivated in the coordinate structure.
Offline acceptability results show that timeraction betweehocal nounand
Grammaticalitywas numerically larger in theactivatediller conditions, relative to the
activefiller conditions. We also observed that in reading time measures, agreement
attraction was significantly larger for tlaetive filler than the reactivated filler in spillover
region 1, as indexed by the threay interaction in this region; however, both filler types
led to attraction in the following region (spillover region 2), with a-tmay interaction

betweer_ocal non andGrammaticality This suggests, although both the reactivated filler
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and active filler may lead to an agreement attraction effect, the effect was stronger for
active fillers and manifested at an earlier stage, than it did for the reactivated fillers.

We have further observed that the second verb and the adverb preceding the second
verb were read significantly more slowly in the active filler conditions than in the
reactivated filler conditions. We contend that this means that the &tievevas
maintained in memory. As we have discussed earlier, one of the motivations for the
maintenance of the filler is the integration cost effect (Gibson 1988&ner & Gibson,

2005; Warren & Gibson, 2002The observation that the adverb and the verb are read
significantly slower in the active filler conditions than the reactivated filler conditions is the
following. The active filler caused a larger integration cost because it was maintained in
memory for a long distance and it has been observed that the |@pgedeéncy gives rise

to the more processing cost at the end of the dependency due to the integration cost
(Gibson, 1998Grodner & Gibson, 2005; Warren & Gibson, 2D0Phe verb region is

where theNhFGD is completed. Furthermore, the adverb can clearly signal the presence of
the verb and thus the parser can expect that the verb which can teivink@ED is

upcoming. As a result, as early as the adverb position, the parser can recognize that the
WhFGDis being completed, leading to an integration cost at this point. The reactivated
filler, on the other hand, was released from memory, and then reactivated and put into
maintenance again at the coordinating connective. The distance between the point where
the whfiller was reactivated (coordinating connectiaagd) and the point where the

WhFGD is completed (i.e., the second verb position) was short. Therefore, the integration
cost should be smaller accordingly.

If we only assume that retrieval plays &tave would not predict such difference at

the second verb position, as both in the active filler and the reactivated filler conditions, the
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wh-filler should be retrieved at the second verb position, and the distance between the point
where the wHiller is recognized and the second verb where thdillehn is to be
reactivated are basically the same.

As suggested earlier, the differences in the strength and the timing of agreement
attraction could be due to whether or not the parser has previoushecethasnHiiller
from maintenance. For the active filler, information associated with thidlemis well
preserved because the filler has not been released from maintenance and subsequently
reactivated. The maintenance of thefiller could make availale the detailed information
of the whtiller where the parser could access both the head and the modifier, leading to
stronger agreement attraction when there is a mismatch between the verb and the head noun
but a match between therband the local nourOn the other hand, for reactivated fillers,
the parser releases the-fller from memory and subsequently reactivates thefildr by
means of the coordinating connective or the recognition of the gap. Therefore, given that
the whiller is released fsm maintenance at an early point in the sentence, the released
wh-filler is subject to memory decay. We then expect that théillehis less accessible
compared to the active filler and thus the information associated with the filler is not
accessible fothe parser when the second verb is processed. As a result, the structure of the
wh-filler, including information about the head noun and the modifier is less accessible,
leading to a lower degree of the agreement attraction in the ungrammatical camstruct

and a delay in the timing of attraction as the filler is reactivated in processing.

2.2. General Discussion

The first two experiments attempted to uncover the storage component in different kinds of
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wh-fillers. One of the ways to investigate therage component is to examine the
processing costs involved in maintaining different fillers before the controlling element is
encountered. We tested constructianere thedependency lengths between different
WhPs and their controlling elemethiffered with the aim toexamine the processing costs
associated with the maintenance duringWte=GD formation proces3he results

revealed high processing costs at the embedded NP positmhdan the object position,
andhow, but not forwhoin the subjecposition andvhy, there are more uncompleted
dependency formations involved foibject whaandhowcompared tsubject whandwhy.
This suggests that the dependency formation trighereleaseof wh-phrasegrom
memory.Different kinds ofwh-fillers are released from memory, where grammatical
requiremerg associated with the fillers aoscesatisfied. That ispbject whoandhoware
linked to V and VRespectivelywhere their grammatical requirements are satisfied, and
hence released fromemory.Subject wh@andwhyare linked to TP (the sentence) where
their grammatical requirements are satisfmahsequentlyeleased from memory.

Our observations are compatible with Gibsd®8989 6 s SPL T, whi ch posi:
when grammatical requiremergee satisfied (when the reader is able to predict the
controlling element), the processing costs associated with holding particular elements will
be reducedOur results alssuggest that different wphrases are released from memory
once the controllinglement is encountered, and this is triggered by the grammatical
requirement anthe satisfaction of the interpretation associated with thefilidrs.

In experiment 3,4, and %e examined how the wiiller is maintained and accessed
in two WhFGD configuations. These studies argue for a processing architecture that
incorporates both maintenance and retrieval components. Our assumption is that if

information about the filler is maintained, and less susceptible to decay, it will be accessed
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easily when theerb is processed (Wagers & Phillips, 2014). On the other hand, if some
information from the filler is susceptible to decay because it is released from maintenance,
we expect it to be less accessible for the parser. Differences in what is accessgledd th
lead to differences in agreement attraction for different types dfllets.

Thethird experiment tested WhFGD within coordinated structures, in order to
examine what information about the Afither is accessed at the verb region. According to
Wagers & Phillips (2014), information about the category of thefilldr is maintained
throughout the dependency formation process, but thematic and semantic information is
not. We investigated whether only category information is maintained, or if cetais
the content of NP are released from maintenance.

Within the coordinated structure, the Afiter can be linked to the gap in the first
conjunct, and can thus be released from memory. However, tfilevishould be
reactivated when the coordinatingnnectiveandis processed, due to the CSC and ATB
restriction. The results showed that the verb was read faster in the ungrammatical plural
local noun conditions than the ungrammatical singular local noun conditions, i.e., we
observed an illusion of gnamaticality effect. Thus, detailed information associated with
the filler (i.e. grammatical information) is readily accessed at the verb, for reactivated wh
fillers.

In thefourth experiment, we compared definite subject NPs with reactivated wh
fillers, in order to understand what motivates the maintenance of an element. In a
coordinated structure involving a definite NP in the subject position, the presence of a
filler-gap dependey is not signaled, and thus the coordinating connective does not initiate
the parser to form a fillegap dependency in the second conjunct. Thus, until the gap in the

second conjunct is encountered, the parser should not construct the structureled inv
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the filler-gap dependency. Only by recognizing the gap in the second conjunct does the
parser register that the definite NP is part of a fijap dependency. Thus in this
configuration, the parser should not initially register that a fdkgp depndency is
involved, and therefore the parser needs to reanalyze the structure as such.

Let us look at the timeourse of the resolution of the definite NP versusfiidr in
theWhFGD. For the definit&lP, the parser first builds the structuretloé mistake will be

disastrous for the company

(26) a.

Dp
he mistake in the proemms T VP
will

Y AP

dhisastrous Tor the company

When the parser encountensd, it projectsandP® and connects to the TP.

18 \wWe follow Munn (199) 6 s taxfycoordinated structures.
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(27)

When the parser hits an advetbrtainly, the parser undergoes reanalysis process from
nonmovement to the movement structurais is so because, in the definite NP conditions,
no grammatical constraint signals the presence of the gap in the upcoming conjunct, when
the parser encounters the coordinating conneatigeUnlike the whfiller, no feature on
thedefinite NP suggests that it is moved, and thus even if the parser encounters the
coordinating connectivand, it cannot recognize that the coordination construction

involves movement and not constrained by CS@nd the ATB movement restrictiolm

other words, e definiteNP does not involve a wklementandthe coordinating
connectiveanddoes not provide cue for the upcomiipFGD.Upon encountering the
coordinating connectivand, the parser would naturalnticipate a subject followed by a

verb driven by the local attachment bias. If this is the case, the parser needs to rebuild the
structure that involves a subject g@mly when the presence of the gap in the second

conjunct is encounterethe parsehas to reanale it into the movement structure that
































































































































































































































































































































































































































































































